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Abstract

We study ordinary nonlinear differential equations which arise from steady nonlinear

conservation laws with source terms. Two examples of conservation laws which lead to

these equations are the Saint-Venant and the Euler equations. In each case there is a

reduction to a scalar equation and we use the ideas of upwinding and discretisation of

source terms to devise methods for the solution. Numerical results are presented with

both the Engquist-Osher and the Roe scheme with different strategies for discretising

the source terms based on balance ideas.
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Notation

General

x ∈ [0, L] x is the space variable and L is the length of the channel

t time

U vector of conserved variables

F flux function

F∗ numerical flux function

D source function

U conserved variable

F scalar flux function

F ∗ numerical flux function (scalar)

D source function (scalar)

Saint-Venant equations

h(x, t) depth, i.e. the level of the free surface above the bed level

u(x, t) x-component of the fluid velocity

A(x, t) =
∫ h
0 σ(x, η) dη wetted area

Q(x, t) discharge (total volume of the flux through a given cross-

section)
b(x) channel breadth

g acceleration due to gravity

σ(x, t) width of channel as a function of both x and η

η(x, t) coordinate which measures height relative to a fixed level

zb(x) height of the lowest point of the cross-section

S0 = −z′b bed slope

Sf friction slope (Manning formulation)

Euler equations

ρ density

p pressure

vii



A cross-section area

u velocity (x-component)

T absolute temperature

cp specific heat at constant pressure

cν specific heat at constant volume

γ ratio of specific heats

E total energy

e specific internal energy

H total specific enthalpy

h specific enthalpy (i.e. enthalpy per unit mass)

R gas constant

Q mass flow

P flow stress

c sound speed

K entropy function

(.)∗ denotes sonic flow values

(.)− denotes values upstream the shock

(.)+ denotes values downstream the shock

(.)in denotes values at inlet

(.)e denotes values at exit

(.)t denotes values at the throat
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Chapter 1

Introduction: overview

This thesis is concerned with (numerically) solving nonlinear singular differential equa-

tions of the form
dF (x, y(x))

dx
= D(x, y(x)) (1.1)

where F (x, y(x)) is a flux function that may or may not depend explicitly on x and

D(x, y(x)) is a driving term. These equations arise in the simulation of steady flows

in channels and ducts, becoming singular for critical flow when ∂F
∂y

vanishes within the

domain. The singularity of the equations studied occurs when the Froude number or the

Mach number are equal to one (see Chapter 2). The solution of the equations by iterative

methods is complicated by the fact that the necessary boundary conditions may switch

at these critical points depending on the solution y which is not known in advance.

The one-dimensional steady Saint-Venant Equations and Shallow Water Equations

as well as the Euler Equations of gas dynamics without heat sources lead to such singular

forms. In the former equations, the source term D(x, y(x)) arises from bed slope and

friction effects while in the latter it comes from friction only. However, the variation of

the channel cross-section also leads to a contribution to the source terms. The flux func-

tion F (x, y(x)) arises from modifying the momentum or energy flux using conservation

properties of the steady problem.

The study of steady flow, a flow essentially unchanging in time, is important in

Hydraulics and in Gas Dynamics. In fact, the steady form of the Saint-Venant equa-

tions and Euler equations has been studied in many classical texts such as [8] and [84],

respectively.
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The one-dimensional homogeneous unsteady Saint-Venant equations and the Euler

equations are hyperbolic systems of conservation laws which admit discontinuous solu-

tions (so-called weak solutions). For given well posed boundary conditions there exists at

most one smooth solution of these equations but there may be more than one discontin-

uous solution. In order to pick up the physically relevant solution a vanishing viscosity

method can be used (see [59]). This method consists of adding higher order derivatives

with small (viscosity) coefficients to obtain a modified equation with an unique solution

and letting the viscosity coefficients tend to zero. The unique solution so obtained is

called a vanishing viscosity solution. This method has its roots on more realistic models

of water and gas flows than the Saint-Venant equations and the Euler equations (such as

the Navier Stokes equations) which take into account diffusive or viscous effects. These

vanishing viscosity discontinuous solutions are obtained (in the vanishing viscosity limit)

from problems (often parabolic in nature) whose solutions are continuous with narrow

regions where the solution changes very rapidly (these regions are called shock layers).

Boundary conditions are imposed at both ends of the region. Since the (vanishing vis-

cosity) limit process is nonuniform (the so-called singular perturbation problem) in the

limit the procedure allows the appropriate boundary conditions to be chosen from the

viscous second order differential equation without the limit problem necessarily having

to satisfy either of those boundary conditions (see [59]). Other methods of finding the

physical correct solution make use of entropy conditions (see, e.g. [49]). In [59] MacDon-

ald (see also [60]) presents theoretical results for the steady flow problem derived from

the Saint-Venant equations. The solution of the steady flow problem is constructed as

the vanishing viscosity limit of solutions to a singular perturbation problem.

Shock capturing schemes are often used to obtain numerical solutions since these nu-

merical schemes have the ability to deal with all the features of the flow in the entire

domain. For example, upwind schemes based in the Roe scheme [75] and the Engquist-

Osher [18] scheme are used. These are first-order methods which ensure correct applica-

tion of the boundary conditions, in particular in the presence of shocks and expansions.

An upwind method does not need any numerical boundary condition since these schemes

pick up the “wind” direction. Hence, if artificial computational boundaries need to be

assigned, (for example, if one can only solve a problem on a bounded domain), an up-

wind method will not take those values as an incoming signal and they will not affect
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the solution at interior points.

Higher order shock capturing methods (high-resolution methods) have been studied

by other authors (see, e.g. [42, 21]) but are not dealt with in this thesis.

As in MacDonald [59] we apply what is called a scalar approach to the solution of

the steady equations, that is, we apply the numerical schemes to an equation of the form

(1.1) obtained in the steady state case by reduction of the full systems corresponding to

the Saint-Venant equations and Euler equations to a single scalar equation. The analysis

of these scalar problems is much simpler than for systems but still leads to the solution

of a nonlinear system of difference equations.

The possibility of solving this nonlinear system by a time stepping iteration or the

Newton method was studied in [60, 59]. In this thesis we use a time stepping iteration,

also called a pseudo-time iteration, that models at a discretised level the solving of a

time-dependent problem until a steady state is reached.

With a pseudo-time iteration applied to this scalar approach MacDonald [59] showed

convergence and uniqueness properties for a form of the Saint-Venant equations (rect-

angular prismatic channel case).

The test problems used in this thesis for the Saint-Venant problem have been taken

from [59] and were developed in previous work (see [60, 61]). These test problems have

known analytical solutions and include features like varying channel geometries and

discontinuous solutions.

The test problems chosen for the Euler equations, namely a diverging section and

a nozzle, have been taken from Wixcey [103]. There exist known exact solutions for

these problems although at a practical level the solution values have to be obtained with

a certain degree of approximation that we take to be greater than or to the order of

convergence of the methods we are using, so that we are able to compare our numerical

results with sufficiently accurate values.

We note that equations of the form (1.1) arise from steady conservation laws with

source terms. The theory for such nonhomogeneous systems is not so well-developed

and the numerical treatment of source terms is also a subject of current research. Some

recent work in this area and relevant for this thesis is [3, 99, 42, 20, 43, 50, 21, 33]. Some

earlier work with useful discussions is presented in [53, 15, 90].

Numerical difficulties arise if the source terms are stiff and particularly in the steady-
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case if their magnitude is significant. Much work has been done related to balancing

source terms [50, 3, 42, 5, 21, 31, 32, 33, 43, 73, 99].

Problems arise when applying operator splitting methods to steady problems or near

steady problems ([95]). Our choice of upwind methods to deal with steady conservation

laws with source terms is supported by work based on using upwind methods combined

with upwinding source terms (e.g., [23, 3, 99, 20, 42]).

The idea of upwinding the source terms was first put forward by Roe in [78]. Further

work was carried out in this direction in e.g. [3, 99]. The idea is to try to build discreti-

sations of the source terms in a way similar to those used to construct the numerical flux

functions.

An extra numerical difficulty arises when the flux function F (x, y) depends explicitly

on x. Such is the case for water flow in a nonprismatic open channel and is considered

in this thesis. Two approaches have been taken. In the direct approach the derivative of

the flux function dF (x,y)
dx

is approximated directly: in the second approach this derivative

is split by applying the chain rule and the term ∂F
∂x

is included in the right-hand side

source terms. An interesting discussion on the possibility of including derivative terms

such as the latter in a new formulation of the numerical flux function is given in [42].

In the next chapter we introduce the Saint-Venant equations and the Euler equations

and show how in the steady state these equations can be written as a singular scalar

ordinary differential equation of the form (1.1). In Chapter 3 some of the theoretical

background is presented. Some general features of the numerical schemes used in the

thesis are described in Chapter 4. Chapter 5 is dedicated to a discussion of ways to dis-

cretise the source terms. In Chapter 6 the theory is put into practice, that is, we present

the test problems used and describe the particular features of the implementation of the

numerical schemes (introduced previously in Chapter 4) mainly to water applications

although gas applications are also described. Results are then presented in Chapter 7

as well as their discussion. Finally, in Chapter 8 we discuss possible future directions of

research.
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Chapter 2

Reduction of the Saint-Venant

Equations and Euler Equations in

the steady-state case

Our aim is to study the singular differential equations which arise from steady one-

dimensional systems of hyperbolic conservation laws with source terms. The differential

equations are obtained from the unsteady forms of these equations by assuming no time

dependence. This leads to a steady system where the mass conservation equation is easily

solved, and a system of two partial differential equations (PDEs) can then be reduced to

one ordinary differential equation (ODE) (or a system of three PDEs to two ODEs). The

differential equations break down at shocks and integral forms (leading to the Rankine-

Hugoniot conditions) have to be used in this case. The shock situation corresponds to a

singularity in the system of PDEs (and hence in the ODE) at an unknown location. It

is the treatment of this singularity that is the main study of this thesis. In our approach

we analyse an iteration to the solution (using pseudo time) that under steady boundary

conditions may eventually reach the correct steady-state.

In the following section, Section 2.1, the general form of unsteady one-dimensional hy-

perbolic conservation laws with source terms is presented. Practical applications of these

systems include the Saint-Venant equations modelling water flow in an open channel and

the Euler equations modelling gas flow in a pipe. Properties of the steady problem for

the former equations are presented in Section 2.2 and for the latter in Section 2.3.1. The
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influence of the source terms is discussed in Section 2.2.4. In Section 2.4 we present some

analogies between the compressible gas and water models.

2.1 Unsteady Conservation Laws with Source Terms

Our aim is to study the steady state case of one-dimensional systems of hyperbolic

conservation laws with source terms of the form

Ut + F(x,U)x = D(x,U). (2.1)

The function F is a flux function, the function D is a source term and U is the vector of

conserved quantities. If D(x,U) = 0 then equations (2.1) are said to be in conservative

form.

Particular cases of practical importance are systems where the flux function F de-

pends only on U

Ut + F(U)x = D(x,U). (2.2)

By applying the chain rule to the derivative of the flux function, we can rewrite the

systems of conservation laws (2.2) in the form (a quasi-linear form)

Ut + JUx = D(x,U) (2.3)

where J is the Jacobian matrix given by

J =
dF

dU
. (2.4)

For the flux function F in (2.1) the chain rule yields

∂F

∂x
=
∂F

∂U

∂U

∂x
+
∂F

∂x
. (2.5)

By including the derivative ∂F
∂x

in the source terms we can write the system (2.1) in a

non-conservative form similar to (2.3), i.e.

Ut + J̄Ux = D̄(x,U). (2.6)

where the right-hand side of system (2.6) is

D̄(x,U) = D(x,U) − ∂F

∂x
(2.7)
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and the Jacobian matrix J̄ is given by

J̄ =
∂F

∂U
. (2.8)

The systems (2.1) and (2.2) are of hyperbolic type if the Jacobian of the function F

has all eigenvalues real and has a full set of linearly independent eigenvectors.

With x held fixed a practical application of systems of the form (2.2) is in Hydraulics.

The flow of water in open prismatic channels can be modelled by the Saint-Venant

equations which can be written in the form (2.2). More generally, for water flow in

nonprismatic channels the Saint-Venant equations take the form (2.1).

Another practical application of systems of the form (2.2) is in Gas Dynamics. The

Euler equations modelling quasi one-dimensional flow of a gas in a pipe with smoothly

varying circular cross-section can be written in the form (2.2) (see [15, 22, 2]).

Other applications are possible (see [94] for more details).

Some useful references on the numerical solution of hyperbolic systems of conservation

laws are [49, 44, 29, 9, 95, 93, 101]. Other relevant references in the theory of conservation

laws are [11, 86, 80].

In the next sections the Saint-Venant and Euler equations are introduced and we

show how these equations can be reduced to a singular scalar ODE of the form (1.1) in

the steady-state case.

2.2 The Saint-Venant Equations

In this section the Saint-Venant equations are introduced and some of their properties are

discussed with the main focus being the steady-state case. As we shall show, under the

assumption of steady-state flow, the Saint-Venant equations reduce to a single nonlinear

ordinary differential equation describing the variation of the free surface.

In Section 2.2.1 we introduce the Saint-Venant equations for channels with variable

breadth function and some notation. The particular case of a channel with constant

breadth function is also studied. The characteristic speeds are presented in Section

2.2.2. The steady-state case is the main focus of Section 2.2.3 whereas the occurrence of

discontinuous solutions is the main focus of Section 2.2.4. The boundary conditions are

discussed in Section 2.2.5.

7



2.2.1 The Saint-Venant Equations for Channels with Variable

Breadth

The one-dimensional free surface water flow in a channel can be modelled by the Saint-

Venant equations (see [8, 59]). These equations can be written as a system of equations

of the form (2.1) with

U =

 A

Q

 , F(x,U) =

 Q

Q2

A
+ gI1

 , D(x,U) =

 0

gI2 + gA(S0 − Sf )

 ,
(2.9)

where Q = Au is the discharge, A =
∫ h
0 σ dη is the wetted cross-section, g is the accel-

eration of gravity, S0 is the bed slope and Sf is the friction slope (associated with bed

friction). I1 and I2 account for pressure forces and are defined by

I1(x, h) =
∫ h

0
(h− η)σ dη (2.10)

and

I2(x, h) =
∫ h

0
(h− η)σx dη (2.11)

where h is the water depth and σ(x, η) is the channel width at a position η from the

bottom (σ(x, h) is the free surface width). (See Fig. 2.1 and Fig. 2.2). For simplicity,

the channel is assumed symmetric about the xz-plane (see Fig. 2.3).

x

Free surface

η

h(x,t)

z
b bed

z

Figure 2.1: y-cross section showing bed and free surface

In this model it is assumed that both σ and S0 are continuously differentiable func-

tions and that Q > 0 everywhere (if Q < 0, just reverse the x direction to obtain Q > 0).
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z

y

x

Figure 2.2: Sketch of a channel with rectangular x-cross section and variable breadth

function (constant bed slope)

x

2

σ (  x ,     )η

y

Figure 2.3: Horizontal cross section of a channel at height η

The quantity Sf is usually written (see [59]) in the form

Sf =
Q|Q|
K2

(2.12)

where P is the wetted perimeter given by

P = σ(x, 0) +
∫ h

0

√
4 + σ2

η dη, (2.13)

K is the conveyance given by

K =
Ak1

nP k2
(2.14)

and n is a constant representing the bed roughness of the channel. The friction slope

Sf can be expressed by using Chezy’s or Manning’s laws (see [8, 1]). Here the Manning
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formulation for the friction slope Sf is adopted, i.e. k1 = 5/3, k2 = 2/3 with the Manning

coefficient, n, taking the value 0.03.

A channel is said to be prismatic if its x-cross-section does not change throughout

its length. For these channels the breadth function σ is independent of x.

Our aim is to study nonprismatic channels (variable breadth function) with prismatic

cross-section. For these channels the function σ can be written as σ = b(x)+ 2hZ where

b(x) is the width at the bottom (see Fig. 2.4).

h

b(x)

1

Z

σ

Figure 2.4: x-cross section showing a trapezoidal channel

In the following table, Table 2.1, the particular expressions for channels with rect-

angular or trapezoidal cross-section are given. Other types of channel cross-sections can

be found in [8].

Nonprismatic channel

Trapezoidal cross-section Rectangular cross-section

b(x) > 0, Z > 0 b(x) > 0, Z = 0

σ(x, h) = b(x) + 2hZ σ(x, h) = b(x)

A(x, h) = h(b(x) + hZ) A(x, h) = hb(x)

P (x, h) = b(x) + 2h
√

1 + Z2 P (x, h) = b(x) + 2h

I1 = 1
2
h2b(x) + 1

3
Zh3 I1 = 1

2
h2b(x)

I2 = 1
2
h2b′(x) I2 = 1

2
h2b′(x)

Table 2.1: Some formulas for the Saint-Venant equations (with variable breadth function)

corresponding to rectangular and trapezoidal cross-section channels

In the particular case of a prismatic channel, the flux function in the Saint-Venant

equations does not depend explicitly on x. In this case the Saint-Venant equations can
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be written in the form (2.1) where U, F and D are given by (2.9) with the expressions

in Table 2.1 simplified as shown in Table 2.2.

Prismatic channel

Trapezoidal cross-section Rectangular cross-section

b > 0, Z > 0 b > 0, Z = 0

σ(h) = b+ 2hZ σ(h) = b

A(h) = h(b+ hZ) A(h) = hb

P (h) = b+ 2h
√

1 + Z2 P (h) = b+ 2h

I1 = 1
2
h2b+ 1

3
Zh3 I1 = 1

2
h2b

I2 = 0 I2 = 0

Table 2.2: Some formulas for the Saint-Venant equations (with constant breadth func-

tion) corresponding to rectangular and trapezoidal cross-section channels

Taking into account these simplifications the Saint-Venant equations for a prismatic

channel can be written in the form A

Q


t

+

 Q

Q2

A
+ gI1


x

=

 0

gA(S0 − Sf )

 . (2.15)

The case where the breadth function is variable and the cross section is rectangular

(b(x) >0 and Z = 0) is the one studied here.

2.2.2 Quasi-linear Representation and Characteristic Speeds

For both the prismatic and nonprismatic cases (with rectangular cross-section) studied

in the thesis the expression of the Jacobian matrix is similar. In fact, even if the flux

function depends on x, that occurs solely due to the breadth function b(x) depending

on x. Hence, the function F(x,U) in (2.9) can be thought of as a function F(b(x),U) of

b(x) and U, and we have

F(b(x),U) =

 Q

Q2

A
+ 1

2
gAh

 =

 Q

Q2

A
+ 1

2
g A2

b(x)

 . (2.16)
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Therefore
∂F

∂x
=
∂F

∂b

db

dx
+
∂F

∂U

∂U

∂x
(2.17)

where

∂F

∂b
=

 0

−1
2
gh2

 (2.18)

and

∂F

∂U
= J̄ =

 0 1

gh− u2 2u

 . (2.19)

A similar expression to (2.19) is obtained for the case where the flux function depends

only on U (prismatic channels) except that F and J do not have overlines (the overline

notation means that F was thought of as a function of U and b(x) instead of the original

U and x and thus the variables kept constant in the partial differentiation are different).

The Jacobian matrix J or J̄ has eigenvalues

λ1 = u− c

λ2 = u+ c (2.20)

where c is the wave celerity and is given by

c2 = gA/b (2.21)

The expressions (2.20) are the characteristic speeds and the corresponding right-eigenvectors

of J are given by

r1 =

 1

u− c

 , r2 =

 1

u+ c

 . (2.22)

2.2.3 The Steady Problem

The steady flow equations can be obtained from the equations (2.1) or (2.2) by assuming

no time dependence. In this case equations (2.1) or (2.2) reduce to

dQ

dx
= 0 (2.23)

dF

dx
= D, (2.24)

with F and D being, respectively, the second components of F and D (see (2.15)).

The first equation (2.23) corresponds to a constant discharge and hence (2.24) can be

12



modified and written as a single nonlinear ordinary differential equation of the form

dF (x, h)

dx
= D(x, h), (2.25)

with

F (x, h) =
Q2

A
+ gI1 (2.26)

and

D(x, h) = gI2 + gA(S0 − Sf ) (2.27)

(Q constant).

Equivalently, equation (2.25) (which is of the form (1.1)) can be written as

(1 − F 2
r )
dh

dx
= S0 − Sf +

Q2

gA3

∫ h

0
σx dη (2.28)

where

Fr =

√
Q2σ(x, h)

gA3
(2.29)

is the Froude number. (Note that σ(x, h) = b(x) in the case of a channel with rectangular

cross-section.)

By rewriting equation (2.28) in the form

dh

dx
=
S0 − Sf + Q2

gA3

∫ h
0 σx dη

1 − F 2
r

(2.30)

we can see that the derivative on the left-hand side of equation (2.30) becomes unbounded

when the denominator on the right-hand side of equation is zero (1 − F 2
r = 0). When

Fr = 1 the differential equation breaks down and the flow smoothness assumption is no

longer valid. Hence, the differential equation is called singular and the singularity occurs

when

Fr =
|u|
c

= 1, (2.31)

which corresponds to critical flow. The flow is called supercritical if Fr > 1 and subcritical

if Fr < 1 and its behaviour differs accordingly.

We assume there is only one critical depth function hc(x) in each x cross-section such

that h = hc(x) solves equation (2.29). (Note that for prismatic channels the critical

depth is constant and does not depend on x.)

13



It is possible to obtain an explicit formula for hc(x) if the channel cross-section is

rectangular. Indeed, in this case, the critical depth takes the form

hc(x) = 3

√√√√ Q2

gb(x)2
. (2.32)

For the trapezoidal cross-section, though, the critical depth function must be obtained

implicitly as the positive (real) root of a polynomial of the 6th degree. If a value of the

critical depth function is needed in a certain cross-section it can be obtained by using

the Newton method.

It is also assumed that the width of the channel does not approach zero as the depth

becomes large. Then ∂F
∂h

has the following properties at a cross-section x:

• ∂F
∂h

= 0 at h = hc(x) (Fr = 1, critical flow)

• ∂F
∂h
> 0 for h > hc(x) (Fr < 1, subcritical flow)

• ∂F
∂h
< 0 for h < hc(x) (Fr > 1, supercritical flow).

More comments on the solutions of equation (2.25) are given in Section 2.2.4.

We would like to mention that, by reducing the steady Saint-Venant equations, it is

also possible to obtain an ODE in the dependent variable A which is singular when the

product (c− u)(c+ u) is zero.

2.2.4 Discontinuous Solutions in the Unsteady and Steady Cases

The differential equations in the Saint-Venant model (2.1),(2.9) break down when a shock

occurs. This shock is known in Hydraulics as hydraulic bore or simply bore and represents

a discontinuity in U. From the integral form of the equations it is possible to obtain the

jump conditions (also called Rankine-Hugoniot conditions, especially in Gas Dynamics)

characterizing the shock (see, e.g. [11],[49]and [80]). These conditions are independent

of the system being homogeneous or nonhomogeneous (by the inclusion of source terms).

The Saint-Venant equations together with the Rankine-Hugoniot conditions ensure that

we get a weak solution but they do not guarantee uniqueness. An extra condition on

the shock is needed and is called an entropy condition by analogy with Gas Dynamics

(see Sections 2.3.6 and 2.4 for more details). For the Saint-Venant problem this extra

condition is motivated by the fact that a hydraulic bore is a dissipative phenomena with
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no mechanism to create energy. Hence it is a constraint on the jump in energy across a

shock (see [88], [59] and [102]). Instead of including more “physics” (an extra condition)

to get the unique physically relevant solution it is possible to use a vanishing viscosity

solution argument (see, e.g. Smoller [86] and Thomas [93]). In this way the unique

solution is obtained as the limit solution of a viscous problem when the viscosity vanishes.

Physically this approach can be thought of as obtaining a solution approximating a model

that includes some small amount of dissipation (see Chapter 3 for more details).

For a shock propagating with speed s the Rankine-Hugoniot (jump) condition

[F(U)] = s[U] (2.33)

must be satisfied (see, e.g. [49]), that is from (2.15),

[Q] = s[A] (2.34)

[
Q2

A
+ gI1] = s[Q] (2.35)

where [.] = (.)R − (.)L. The subscripts “L” and “R” refer to computed values at either

side of the shock, respectively, on the left and on the right of the shock.

It is possible to derive an “entropy” condition on the energy for the Saint-Venant

equations in a manner similar to that in Stoker [88] for frictionless flow. In fact, the

jump conditions (2.34)-(2.35) imply the following “entropy” condition (see [59])

m(ER − EL − s(uR − uL)) ≤ 0 (2.36)

where u = Q
A

is the fluid velocity, m is given by

m = QR − sAR = QL − sAL (2.37)

and the energy E is given by

E =
u2

2
+ gh. (2.38)

As we can see from equation (2.23), at steady state the discharge is constant and

hence any bore must be stationary, i.e. have zero velocity. This is known as a hydraulic

jump. Therefore for steady flow s = 0 and the jump conditions (2.34)-(2.35) simplify to

[Q] = 0 (2.39)

[
Q2

A
+ gI1] = 0, (2.40)
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or

QL = QR (2.41)

Q2
L

AL

+ g(I1)L =
Q2

R

AR

+ g(I1)R. (2.42)

For steady flow the “entropy” condition (2.36) simplifies to

ER ≤ EL. (2.43)

We have assumed, without loss of generality, that the discharge Q is positive since the

x-direction can be reversed if Q < 0. The case of Q = 0 is trivial and corresponds to a

horizontal free surface solution.

It can be proved that a hydraulic jump can only occur if and only if

hL < hc < hR. (2.44)

More details on using the vanishing viscosity theory with the steady problem are

given in Chapter 3.

2.2.5 Boundary Conditions

The boundary condition requirements to the steady Saint-Venant problem are thought

having in mind that the steady problem is a particular example of an unsteady problem.

Hence, the boundary condition requirements should be the same but obeying the rule of

being constant in time.

From the theory of characteristics it is known that in order to have a well-posed

problem, the initial and boundary conditions to impose, must have in consideration

the geometry of the characteristics. Furthermore, those boundary and initial conditions

determine uniquely, either explicitly or implicitly, the Riemann invariants (see [101],

Chapter 8). For one-dimensional homogeneous systems of conservation laws the Riemann

invariants are constant along characteristics whose slope is given by the eigenvalues (2.20)

(also called characteristics directions). For more details see, e.g. [1, 101].

A general rule to take in consideration is:

the number of boundary conditions should be equal to the number of characteristics

entering the domain
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(usually the direction along the characteristic is that of time increasing).

Furthermore, even if the analytical problem does not require boundary conditions

to be specified, the use of a numerical method may require extra boundary conditions

to be specified for computation purposes. These numerical boundary conditions can be

computed extrapolating from values of the domain interior. If the aim is to maintain a

balance (like for finite volume schemes), numerical boundary conditions may need to be

prescribed (e.g. through a fictitious cell). The subject of numerical boundary conditions

will be addressed in Chapter 6.

For the Saint-Venant equations if Q > 0, we have also u > 0 and consequently, λ2 > 0.

Hence one variable has to be specified at inflow (for either supercritical or subcritical

flow) and that variable should be Q which we know remains constant in the steady-sate

case.

If the flow is supercritical at inflow (λ1 > 0) we have to specify another variable at

inflow, and we choose the depth h. No variables have to be specified for supercritical

outflow.

If the flow is subcritical at outflow (λ1 < 0) we have to specify another variable

at outflow, and we choose the depth h. No additional variable has to be specified for

subcritical inflow.

More has to be said on the particular boundary values that, along with other condi-

tions, will guarantee the existence of a steady solution of our problem. We address this

subject in Chapter 3.

2.3 The Euler Equations Modelling One-dimensional

Flow in a Nozzle

In this section the Euler equations are introduced and some of their properties are dis-

cussed. A special form of these equations for ducts with axi-symmetric geometries is

presented as well. The main focus is the steady-state case where the solution of the

conservation of mass (ordinary) differential equation allows its substitution in the mo-

mentum and energy equations. In the absence of source terms in the the conservation

of energy equation, the Euler equations can be reduced to a single nonlinear ordinary
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differential equation describing the variation of the density throughout the pipe. This

reduction is similar to the one described in Section 2.2. If there is a source term in the

energy equation, it is possible to reduce the Euler equations to a system of two ODEs.

For the so-called quasi one-dimensional gas flow in a nozzle that we aim to study,

the gas flow can be thought of as homentropic (isentropic throughout the whole flow

field). In this case the resulting ODE depends explicitly, both through the flux function

and the source term, on the (constant) entropy function which is discontinuous across

a shock. This raises some extra problems (lower continuity assumptions) that were not

found when reducing the steady Saint-Venant equations to an ODE through a similar

reduction process (see Section 2.2.3).

In Section 2.3.1 the Euler equations are introduced as well as the assumptions on

the gas. In the following section, Section 2.3.2, the equations modelling quasi-one di-

mensional flow in a nozzle are introduced and it is shown how to transform them, if

needed, into the Euler form presented in Section 2.3.1. The characteristic speeds and

the steady-state case are the main focus of Section 2.3.3. In Sections 2.3.4 and 2.3.5 it

is shown how to reduce the Euler system of equations in the steady case to, respectively,

one ODE and two ODEs. The occurrence of discontinuous solutions is the main focus

of Section 2.3.6 whereas the boundary conditions are the main focus of Section 2.3.7.

2.3.1 The Euler Equations

A form of the Euler equations modelling gas flow which includes some source terms is

mass

momentum

energy

∂ρ

∂t
+
∂(ρu)

∂x
= 0 (2.45)

∂(ρu)

∂t
+
∂(ρu2 + p)

∂x
= b(x,U) (2.46)

∂E

∂t
+
∂(u(E + p))

∂x
= Ω. (2.47)

where p is the pressure, ρ is the density, u is the velocity, b(x,U) is a friction term (to

be described later), Ω is the heat input and E is the total energy defined by

E = ρ(e+
1

2
u2), (2.48)

e being the specific internal energy. The specific internal energy is related to the specific
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enthalpy h through the formula

h = e+
p

ρ
. (2.49)

As we shall see when studying the steady-state case, it is useful to define the total specific

enthalpy, H, which is given by the formula

H =
E + p

ρ
. (2.50)

By using equations (2.48) and (2.49), H is also given by

H = h+
1

2
u2. (2.51)

The equations (2.45)-(2.47) are of the form (2.2) with

U =


ρ

ρu

E

 , F(x,U) =


ρu

p+ ρu2

u(E + p)

 , D(x,U) =


0

b

Ω

 . (2.52)

The three Euler equations (2.45)-(2.47) have four unknowns: ρ, u, p and E. In order

to be able to solve this system a further equation relating the unknowns is needed and

that will be an equation of state. If we assume that the internal energy is a known

function of pressure and density, the equation of state is of the form

e = e(p, ρ). (2.53)

This equation of state depends on the gas under consideration.

Even if viscous effects are taken in account it can be assumed that the gas is perfect

(see [40]). For a perfect gas, the internal energy (per unit mass) e is a function of the

temperature alone, e = e(T ) (see, e.g. [94, 49]), and we have a perfect gas law relating

pressure, density and temperature which can be written in the form

p = RρT (2.54)

where R is the gas constant per unit of mass (equal to the universal gas constant divided

by the molecular mass of the gas) and we see that e is a function of p/ρ.

For air, using the S.I. units, we have

R = 287m.N/Kg.K (2.55)
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(see, e.g. [65]). Henceforth the quantities are defined in S.I. units unless stated otherwise.

In the particular case of a polytropic (or calorically perfect) gas, the specific heat

capacity cν is constant and we have

e = cνT (2.56)

h = cpT (2.57)

and also (by the perfect gas law)

cp − cν = R. (2.58)

Hence, assuming the gas is polytropic, we have an equation of state of the form e = e(p, ρ)

which can be written in the form

e =
p

(γ − 1)ρ
(2.59)

where the ratio of specific heats γ (or adiabatic exponent) is defined as

γ =
cp
cν
. (2.60)

For air in standard conditions

γ = 1.4 (2.61)

and this is the value used in the thesis.

Using equation (2.59) in equation (2.48) we obtain another form of the equation of

state of a polytropic gas:

E =
p

(γ − 1)
+

1

2
ρu2. (2.62)

The equation of state (2.59) or (2.62) can be used in conjunction with the Euler

equations (2.45)-(2.47) to solve for any of the unknowns ρ, u, p and e (or E).

Another thermodynamic quantity noticeably important for gases is the entropy since

the pressure depends on it. The entropy S can be defined up to an additive constant by

(see, e.g. [11, 49, 94])

S = cν ln

(
p

ργ

)
+ C0 (2.63)

where C0 is a constant. Solving this equation for p gives

p = K(S)ργ (2.64)
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where K(S) = Ce
S
cν and C is a constant. The entropy S satisfies the equation

St + uSx = 0 (2.65)

that is, the entropy is constant along particle paths of smooth flow. On those paths,

K(S) is a function of the initial entropy S0, K = K(S0), but this value changes from

path to path. Hence in the streamline equation (2.65) can be written in the form

p = Kργ (2.66)

which is called the entropic equation of state.

For discontinuous flow there is a jump in the value of the entropy. In fact, if the

particle crosses a shock then, by the second law of thermodynamics, the entropy must

increase and therefore there is a jump in the entropy across the shock.

A quantity that plays an important role is the local sound speed which, for a poly-

tropic gas, is given by

c =

√√√√(
∂p

∂ρ

)
S=constant

=
√
γK(S)ργ−1 =

√
γp

ρ
. (2.67)

If the entropy S is constant in the whole fluid domain we talk about isentropic flow or

homentropic flow (see [4]). In particular, in a homentropic flow with no shock waves, the

entropy function K is constant on every particle path since S = S0 and hence equation

(2.66) is valid in all the fluid domain. Therefore the equation (2.66) is called an isentropic

equation of state. Moreover equation (2.59) is only a function of ρ and u and can be

written in the form

e =
K

γ − 1
ργ−1. (2.68)

Furthermore the energy equation (2.47) becomes redundant with the values of E, e

and p being computed through algebraic relations. Thus the Euler equations reduce to

the mass and momentum equations, in the variables ρ and u. These equations modelling

isentropic flow are one of the objects of study in the thesis or more specifically, their

steady form that can be reduced to a single singular ODE.

Another quantity worth defining is the Mach number, M , which is defined by

M =
|u|
c

(2.69)

where c is the sound speed.
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2.3.2 The Equations of Gas Flow in a Nozzle

We are interested in a model for the one-dimensional or quasi one-dimensional flow of a

compressible gas in a pipe with axi-symmetric geometry. The pipe is assumed to have

‘slowly varying’ circular cross-section so that to a first approximation the flow is in the

(positive) x-direction only. This asserts that the fluid velocity (or fluid speed) is positive

and thus the mass flow is also positive. The gas is also assumed to be inviscid. The

equations modelling this flow may be derived by expressing the physical conservation of

mass, momentum (in the x direction) and energy.

The quasi one-dimensional approximation of gas flow in a duct or nozzle with variable

cross-section (neglecting friction and heat conduction) is given by the system of equations

mass

momentum

energy

∂(ρA)

∂t
+
∂(ρAu)

∂x
= 0 (2.70)

∂(ρAu)

∂t
+
∂(ρAu2 + Ap)

∂x
= p

dA

dx
(2.71)

∂(AE)

∂t
+
∂(Au(E + p))

∂x
= 0. (2.72)

The system (2.70)-(2.72) consists of three equations in four variables: ρ, e, p and u. A

fourth equation relating the variables is given by the equation of state of a polytropic

gas (2.59).

These equations are of the form (2.2) with

U =


Aρ

Aρu

AE

 , F =


Aρu

A(p+ ρu2)

Au(E + p)

 , D =


0

pA′(x)

0

 (2.73)

where E is given by definition (2.48). A is the variable cross-section area and depends

only on x. The sound speed c is given by (2.67).

The equations (2.70)-(2.72) can be written in a form similar to (2.45)-(2.47) if we

change to new variables (see [22]). In fact, if we introduce the new variables

p̄ = pA

ū = u

ρ̄ = ρA

Ē = AE = Aρ(e+
u2

2
) (2.74)
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we can rewrite the system (2.70)-(2.72) as
ρ̄

ρ̄ū

Ē


t

+


ρ̄ū

p̄+ ρ̄ū2

ū(Ē + p̄)


x

=


0

p̄A′(x)
A(x)

0

 . (2.75)

2.3.3 Matrix Representation and Characteristic Speeds

The system (2.70)-(2.72) can be written in the form (2.3) by using the chain rule, as-

suming that the flux function F is differentiable. The Jacobian is given by

J =


0 1 0

γ−3
2
u2 (3 − γ)u γ − 1

γ−2
2
u3 − c2u

γ−1
3−2γ

2
u2 + c2

γ−1
γu

 (2.76)

where c is the sound speed.

It can be shown (see, e.g. [94]) that the eigenvalues of J are

λ1 = u− c (2.77)

λ2 = u (2.78)

λ3 = u+ c (2.79)

and the corresponding right eigenvectors are given by

r1 =


1

u− c

H − uc

 (2.80)

r2 =


1

u

1
2
u2

 (2.81)

r3 =


1

u+ c

H + uc

 (2.82)

where H is given by equation (2.50) or, equivalently, by equation (2.51). Since the

eigenvalues are real and the eigenvectors form a complete set of linearly independent

eigenvectors the one-dimensional Euler equations for ideal gases are hyperbolic (strictly

hyperbolic if the eigenvalues are distinct, i.e. if the sound speed c �= 0).
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2.3.4 The Steady Problem I: reduction to a singular scalar ODE

In this section we show how to reduce the steady system of Euler equations to one

ordinary differential equation in a way similar to that taken to study the Saint-Venant

equations. Furthermore, we show how to obtain some relations between the flow variables

that allow us to characterize the gas flow in more detail.

The Reduced ODE

By assuming no time dependence, the velocity, pressure, density and entropy are un-

changed in time and the flow field can be described by streamlines invariant in time.

Hence on each streamline the entropy is constant and the entropy function K(S) is

constant as well (see, e.g. [103] for more details).

Furthermore, in quasi one-dimensional flow, if the streamlines are assumed indistin-

guishable then any of them may be thought of as a representative streamline (see [103]).

The flow may, therefore, be assumed to be isentropic with equation of state given by

(2.66). The representative streamline (representing the full flow) will be chosen along the

duct axis having a prescribed value for the total specific enthalpy and constant entropy

function. These values are given in Chapter 7, where the test problems are described.

When a stationary shock, which is perpendicular to a streamline in the flow field,

occurs the flow properties may be considered approximately one-dimensional but the flow

is not isentropic anymore. We can distinguish three regions: before the shock, across the

shock and after the shock. In the first and the last regions the flow can be assumed to

be isentropic (with different equations of state) and across the shock the flow variables

must satisfy jump conditions. These jump conditions, which a discontinuous solution

must satisfy, are studied in more detail in Section 2.3.6.

The system of equations (2.45)-(2.47) can be written in the form

d(ρAu)

dx
= 0 (2.83)

d(ρAu2 + Ap)

dx
= p

dA

dx
(2.84)

d(Au(E + p))

dx
= 0. (2.85)

By solving the mass equation (2.83) we get

Aρu = AQ = m = constant (2.86)
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where the mass flow Q is given by

Q = ρu. (2.87)

If we use (2.86) to solve the energy equation (2.85) we obtain

p

(γ − 1)ρ
+
p

ρ
+
u2

2
= H = constant (2.88)

which is the steady form of Bernoulli’s equation. (See also equations (2.50) and (2.51).)

Since the flow is assumed to be isentropic, equation (2.88) can be written in the form

γ

γ − 1
Kργ−1 +

u2

2
= H = constant (2.89)

where K is the constant entropy function in (2.66). As we have seen, the total specific

enthalpy is constant and thus if its value is known the system of three ODEs (2.83)-(2.85)

can be reduced to both the mass and momentum equation on the variables ρ, u and p

plus the isentropic equation of state (2.66).

We can also substitute equation (2.86) into equation (2.84) to get

d

dx

(
Ap+

m2

Aρ

)
= p

dA

dx
, (2.90)

or, if we use the isentropic equation of state (2.66),

d

dx

(
AKργ +

m2

Aρ

)
= Kργ dA

dx
. (2.91)

Note that this equation is very similar in form to the one obtained by reducing the

Saint-Venant equations in the steady-state case (cf. equation (2.25)). Actually, equation

(2.91) is of the form (1.1) since it can be writen as

d

dx
F (x, ρ) = D(x, ρ) (2.92)

with the functions F and D given , respectively, by

F (x, ρ) = AKργ +
m2

Aρ
(2.93)

and

D(x, ρ) = Kργ dA

dx
. (2.94)

Alternatively, an ODE in the dependent variable p (instead of ρ) is obtained if isen-

tropic flow is assumed and ρ =
(

p
K

) 1
γ is used. Other reductions are possible (see [87]).
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Equivalently, equation (2.91) can be written as

(c2 − u2)
dρ

dx
=

m2

A3ρ

dA

dx
, (2.95)

where the sound speed c is given by equation (2.67) and m is given by equation (2.86).

It is also possible to write equation (2.95) in a way to bring out the role of the Mach

number, i.e.

(1 −M2)
dρ

dx
=

m2

γKA3ργ

dA

dx

or, equivalently,

dρ

dx
=

m2

γKA3ργ
dA
dx

1 −M2
(2.96)

where M is the Mach number defined by equation (2.69).

Comparing (2.96) with equation (2.30) in Section 2.2.3 we see that the Mach number

plays a role similar to the Froude number. When M = 1 the derivative dρ
dx

becomes

unbounded and the differential equation breaks down. Hence a singularity in equation

(2.92) occurs when M = 1 and the flow is said to be sonic in this case. The flow is called

supersonic if M > 1 and subsonic if M < 1.

Furthermore, the flux F given by (2.93) is convex in the variable ρ since

∂2F

∂ρ2
= AKγ(γ − 1)ργ−2 +

2m2

Aρ3
> 0. (2.97)

Note that if equation (2.85) were nonhomogeneous (Ω �= 0 in equation (2.47)), the

steady system of Euler equations

d(ρAu)

dx
= 0 (2.98)

d(ρAu2 + Ap)

dx
= p

dA

dx
(2.99)

d(Au(E + p))

dx
= Ω (2.100)

(obtained from the unsteady system (2.45)-(2.47)) cannot be reduced to one ODE in the

same way as described above (see equation (2.91)). Instead, it is possible to reduce system

(2.98)-(2.100) to a two-equation nonhomogeneous system by using the conservation of

mass equation (2.86). This will be discussed further in Chapter 9.

As in Section 2.2.3 it is possible to define a critical density, ρc(x). We assume that

there is only one critical density ρc(x) in each x cross-section such that ρ = ρc(x) solves
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the equation M = u
c

= 1 (equivalently, ρc(x) is the solution of ∂F
∂ρ

= 0). This critical

density is given explicitly by

ρc(x) =

(
m2

γKA2

) 1
γ+1

. (2.101)

This possibility of expressing explicitly the critical density is very similar to the

rectangular cross-section (nonprismatic) channel in the Saint-Venant equations studied

in Section 2.2.3.

The derivative ∂F
∂ρ

has the following properties at a particular cross-section x

• ∂F
∂ρ

= 0 at ρ = ρc(x) (M = 1, sonic flow)

• ∂F
∂ρ
> 0 for ρ > ρc(x) (M < 1, subsonic flow)

• ∂F
∂ρ
< 0 for ρ < ρc(x) (M > 1, supersonic flow).

Some Properties of Steady Gas Flow

It is possible to obtain more relations between the flow variables that allow us to char-

acterize the flow in more detail. One of them is the maximum speed allowed. This

quantity comes out from equation (2.89) when we solve it for the variable ρ to get

ρ = K
1

1−γ

(
γ − 1

γ

(
H − u2

2

)) 1
γ−1

. (2.102)

Note that equation (2.102) expresses ρ as a function of the flow speed u (for a particle

moving on a streamline H and K are constant and in steady flow m is constant as well).

As we can see from equation (2.102) we must have

H − 1

2
u2 = H − 1

2

m2

A2ρ2
≥ 0 (2.103)

since p, ρ ≥ 0 and γ = 1.4 or, equivalently,

0 ≤ u ≤
√

2H. (2.104)

Hence the maximum speed allowed, umax, is given by

umax =
√

2H. (2.105)
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By using equation (2.105) it is possible to rewrite the steady Bernoulli equation (2.88)

in the form

(1 − β2)c2 + β2u2 = 2Hβ2 (2.106)

or, using equation (2.105), as

(1 − β2)c2 + β2u2 = β2u2
max ≡ C2

∗ (2.107)

where the constant β is given by

β2 =
γ − 1

γ + 1
. (2.108)

The constant C∗ is called the critical speed and is attained when the (scalar) velocity

coincides with the local speed of sound c (note that c is not constant). Note that the

critical speed is independent of the entropy.

The significance of the critical speed in characterizing the type of flow can be seen

through another form of equation (2.106), i.e.

u2 − C2
∗ = (1 − β2)(u2 − c2). (2.109)

We can see that;

if |u| < C∗ then |u| < c (M < 1) and the flow is subsonic

if |u| = C∗ then |u| = C∗ = c (M = 1) and the flow is sonic or critical

if |u| > C∗ then |u| > c (M > 1) and the flow is supersonic.

Note that the “modulus” sign can be removed since we assumed u > 0.

2.3.5 The Steady Problem II: reduction to a system of two

ODEs

In Section 2.3.4 it was shown how to reduce, in the steady case, the Euler equations

(2.70)-(2.72) to a scalar singular ODE. That reduction was possible since the form of

the Euler equations studied did not include source terms in the energy equation or mass

equation. If there is a source term in the energy equation it is still possible to reduce, in

the steady case, the three-equation system to a system of two ODEs. The application
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of a similar reduction process to a mass equation with a term on the right-hand side of

equation (2.70) is not so straightforward and is not studied in this thesis.

The reduction of the Euler system of equations (2.45)-(2.47), which has a source

term in the energy equation (Ω �= 0), is described in this section. By assuming no

time dependence, the conservation of mass differential equation is easily solvable and its

solution is used in the remaining differential equations yielding a system of two ODEs

in the variables ρ and E.

The quasi-linear form of the Euler equations (2.45)-(2.47) can be written as (see

(2.76)),
ρ

ρu

E


t

+


0 1 0

γ−3
2
u2 (3 − γ)u γ − 1

γ−2
2
u3 − c2u

γ−1
c2

γ−1
3−γ

2
u2 γu




ρ

ρu

E


x

=


0

b

Ω

 . (2.110)

In the steady state, the conservation of mass equation (2.86) can be used to reduce

the system (2.110) to a two-equation system of the form γ−3
2
u2 γ − 1

γ−2
2
u3 − c2u

γ−1
γu


 ρ

E


x

=

 b

Ω

 . (2.111)

By using u = m/ρ, the system (2.111) can be written as γ−3
2

m2

ρ2 γ − 1

(γ − 1)m3

ρ3 − γm E
ρ2 γm

ρ


 ρ

E


x

=

 b

Ω

 (2.112)

where the vector of variables is

w =

 ρ

E

 . (2.113)

Another approach is to start from the conservation form of the Euler equations with

source terms followed by the use of the algebraic conservation of mass equation (2.86) in

the remaining ODEs. This yields the system 3−γ
2

m2

ρ
+ (γ − 1)E

γmE
ρ

+ 1−γ
2

m3

ρ2


x

=

 b

Ω

 (2.114)

in the conserved variables ρ and E.

For the nozzle system of equations (2.70)-(2.72), with a energy source term Ω in-

cluded, it is possible to obtain a similar (reduced) system of equations in the variables

Aρ and AE.
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The Jacobian matrix in equation (2.111) is

J =

 γ−3
2
u2 γ − 1

γ−2
2
u3 − c2u

γ−1
γu

 (2.115)

and its eigenvalues µ are the roots of the polynomial equation

µ2 −
(
γ − 3

2
u2 + γu

)
µ−

(
u3 − c2u

)
= 0. (2.116)

Hence the eigenvalues are

µ1 =
φ−

√
φ2 + 4λ1λ2λ3

2
(2.117)

µ2 =
φ+

√
φ2 + 4λ1λ2λ3

2
(2.118)

where λ1, λ2 and λ3 are the eigenvalues of the original steady Euler system and are given

by equations (2.77)-(2.79) and φ is defined by

φ =
γ − 3

2
u2 + γu. (2.119)

Is also worth mention that the eigenvalues µ1 and µ2 of this reduced system are

related to the eigenvalues λ1, λ2 and λ3 of the original (3 equations) system through

µ1µ2 = −λ1λ2λ3. (2.120)

If m > 0 then u > 0 and c > 0. Thus, as we have seen, λ2, λ3 > 0 but λ1 may change

sign. For strict hyperbolicity (real and distinct eigenvalues) we should have

φ2 + 4λ1λ2λ3 > 0. (2.121)

When λ1 = u−c > 0 strict hyperbolicity is automatically verified and µ1 < 0 and µ2 > 0

whereas if λ1 = u − c < 0 the inequality (2.121) is verified when φ < −
√
−4λ1λ2λ3 or

φ >
√
−4λ1λ2λ3, with both µ1 and µ2 having the same sign, which is that of φ. The

sign of φ changes accordingly to the sign of

γ − 3

2
u+ γ.

The corresponding right eigenvectors are

r1 =

 γ − 1

µ1 − γ−3
2
u2

 (2.122)

and

r2 =

 γ − 1

µ2 − γ−3
2
u2

 . (2.123)
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2.3.6 Discontinuous Solutions

Here we study the effect of irreversible thermodynamic processes that can occur in a

nozzle having the particular form of a stationary shock front. It is known (see, e.g.

[11],[45],[84]) that under certain conditions (mass flow and pressure) a normal shock

(shock which is locally perpendicular to a streamline) can occur in the divergent part of

the nozzle. This discontinuous flow can be modelled mathematically (assuming the fluid

to be inviscid) by a jump discontinuity and will have an effect of increasing the entropy

(see Section 2.3.2). Adequate boundary conditions have to be considered as well.

For a shock propagating with speed s the Rankine-Hugoniot (jump) condition1 must

be satisfied (see, e.g. [49]), that is

[F(U)] = s[U] (2.124)

where [.] = (.)R − (.)L , the subscripts “L” and “R” refer to computed values on either

side of the shock, respectively, behind and after the shock. For steady nozzle flow (see

equations (2.70)-(2.72)), a stationary shock (s = 0) must satisfy the jump conditions

given by

[Aρu] = 0 (2.125)

[A(p+ ρu2)] = 0 (2.126)

[Au(E + p)] = 0. (2.127)

Hence, since at the shock there is no change in area, AL = AR, we obtain from equation

(2.125)

QL = ρLuL = ρRuR = QR = Q (2.128)

i.e. the mass flow Q is conserved across the shock.

Furthermore, from equation (2.126) we get

PL = pl + ρLu
2
L = pR + ρRu

2
R = PR = P. (2.129)

Thus the total momentum flux P is conserved across the shock.

1The jump conditions in Gas Dynamics were stated correctly by Rankine and by Hugoniot although

they had been stated incorrectly before by Riemann (he conserved entropy instead of energy) [47].
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The jump condition for the energy, (2.127), can be written in the form(
Aρu

(
e+

p

ρ
+
u2

2

))
L

=

(
Aρu

(
e+

p

ρ
+
u2

2

))
R

. (2.130)

which, by using the fact that mass is conserved Aρu = m = constant, yields

HL = hL +
u2

L

2
= hR +

u2
R

2
= HR = H. (2.131)

Thus the total enthalpy H is also conserved across the (normal) shock.

Note that equations (2.128) and (2.129) are valid for any fluid, irrespective of its

equation of state. The equation (2.131), though, incorporates the thermodynamics of

the flow and reflects the fact that the steady Bernoulli equation holds across a shock,

although now the fluid speed u and enthalpy h will be discontinuous. Likewise, the

entropy is discontinuous across a shock, increasing its value (irreversible process). This

translates in terms of the entropy function as

KL ≤ KR. (2.132)

Several useful properties and relations can be derived from these conditions (see [11]

or [84] for more details). One such relation is the Prandtl-Meyer relation, i.e.

uLuR = C2
∗ . (2.133)

This relation shows that either |uL| > C∗ and |uR| < C∗, or vice-versa; so the flow at one

side of the shock is always supersonic and at the other side subsonic (see section 2.3.4).

By using the entropy condition it can be proved (see, e.g. [101]) that a shock can only

occur from supersonic flow to subsonic flow, i.e.

uL > C∗ > uR (2.134)

or

uL > c > uR. (2.135)

In Table 2.3, we summarise some of the variations in the flow variables across a shock

(occurring in the diverging section of a nozzle). For more details on the formulae yielding

these conclusions, see [11] or [84].
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Flow variable Type of variation

density ρ increases: ρL < ρR

speed u decreases: uL > uR

pressure p increases: pL < pR

temperature T increases: TL < TR

entropy K increases: KL < KR

Table 2.3: The variation of some flow variables across a shock in a nozzle

2.3.7 Boundary Conditions

Like in Section 2.2.5 we look at the boundary conditions for the steady scalar equation

obtained from reducing the steady (area dependent) Euler equations by considering them

as particular cases of unsteady boundary conditions but remaining constant in time.

It is known that the original (unsteady) nonlinear system of differential equations can

be diagonalized and the Jacobian matrix of resulting system (in characteristic variables)

has the same eigenvalues. The theory of characteristics leads us to study the signs of

the eigenvalues (2.77)-(2.79) yielding the slope of characteristics where the Riemann

invariants (see, e.g. [7]) are constant. (Note that the Riemann invariants are constant

for the homogeneous case.)

Furthermore, it is also know that boundary and initial conditions that lead to a well-

posed problem for the Euler equations are those that determine explicitly or implicitly

the Riemann invariants (see, e.g. [101, 44]). The numerical implementation of these

conditions is not straightforward (for more comments see [101], Chapter 10). Usually

values of the primitive variables are specified at boundaries when needed. The general

rule is the same, i.e., that the number of boundary conditions in a point on the boundary

must be equal to the number of characteristics entering the domain at that point.

In steady isentropic flow both the total specific enthalpy H (H > 0) and m = ρAu

are constant. If we consider m > 0 then we have also Q > 0 and u > 0 (since A and ρ

are positive). Consequently, λ2 > 0 and λ3 > 0 (see Section 2.3.3). Hence, at inflow two

conditions must be imposed. Furthermore, the sign of λ1 is determined by the type of

flow, being positive if supersonic flow occurs and negative otherwise. Hence at a subsonic
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inflow boundary or at a supersonic outflow boundary no extra condition is needed. Quite

the contrary occurs at a supersonic inflow boundary or at a subsonic outflow boundary.

Our choice relatively at this change in the sign of the eigenvalue is to specify values for

the density ρ although in most books the value specified is the pressure p. Note that

knowing K, which is constant for isentropic flow, and ρ, we can compute the value of

the pressure p through the isentropic equation of state. So it is equivalent to give one or

the other but ρ is induced by our choice of reduced equation (see (2.91)).

Furthermore, test problems with convergent-divergent nozzles impose other restric-

tions on the flow with the position of throat having a determinant role (see Chapter 7

for more details).

We discuss subsonic inflow boundaries in more detail.

Isentropic flow in a divergent nozzle (K is given)

At a subsonic inflow boundary two conditions are needed and we choose to specify

the values of the variables H and m (or Q) (which are constant in isentropic flow) and

thus allowing ρ to float. A subsonic outflow boundary corresponds to have λ1 < 0 so

we must specify ρ at outflow. There is no need to specify ρ at a supersonic outflow

boundary.

Isentropic flow in a de Laval nozzle (K is given)

Different types of flow can occur in this case and they are determined by the shape of

the nozzle (area variation) and by the boundary conditions at inflow and outflow. The

flow can be

(i). entirely subsonic

(ii). subsonic (but sonic at the throat)

(iii). subsonic-supersonic (sonic at the throat)

In case (iii), at the inflow subsonic boundary we specify H and and m (or Q). At

the supersonic outflow boundary there is no need to specify any variable.

There are a infinite number of possible subsonic isentropic solutions (case (i)). Those

subsonic solutions are determined from different values of the density ρ (our variable of

choice) specified at outflow. The values of the density vary in the range of the value of

density that corresponds to a stagnation pressure and the value of density at outflow

that corresponds to have local sonic conditions at the minimum area section (case (ii)).
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Normal shock occurring in the divergent section of a de Laval nozzle (KL,KR are given)

A normal shock occurs in the diverging section of the nozzle (limit case is the shock

at the outlet section) when a subsonic boundary (we use density again) is prescribed

that causes the flow to become choked at the throat (i.e. the flow remains sonic at the

throat). The flow goes supersonic after the throat (still isentropic) until a shock occurs

somewhere in the diverging section. After the normal shock the flow becomes subsonic

and will remain subsonic (isentropic flow again) verifying the outlet boundary condition,

which will be a prescribed value of ρ that gives also the shock location (see, e.g. [2]).

The particular values of the boundary conditions used in the test problems originating

different types of flow profiles are described in Chapter 7.

2.4 Analogy Between Compressible Gas and Water

Model

It is possible to write the Saint-Venant (without friction) or Shallow water equations in a

form analogous to the Euler equations of Gas Dynamics (compressible gas) by choosing

a different set of dependent variables. The equations obtained are analogous to the ones

for a polytropic gas obeying an adiabatic law (2.64) with γ = 2 (e.g. see [88], [11] or

[49]).

For gases the entropy is an important thermodynamic quantity since the pressure

depends on it. Not so for water where the influence of changes in entropy is negligible

and p may be considered a function of the density alone (see [11]).

Furthermore, regardless of the “entropy” condition (an inequality) being called “en-

tropy” it is in fact a condition on the energy for the Saint-Venant equations, not a

condition on the entropy as in the Gas Dynamics case. In fact, as discussed in Whitman

[102] and in Stoker [88], although the conservation of mass and momentum differential

equations imply a conservation of energy differential equation this conservation of energy

does not hold across a shock in the Shallow Water Theory. (In the discussion presented

there source terms were not considered but the jump conditions are independent of the

system being homogeneous or nonhomogeneous.)

For the Saint-Venant equations there is not a third jump condition for the conser-
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vation of energy across a shock as in the case in Gas Dynamics theory which allows

mechanical energy to be converted in heat. Instead, in Shallow Water Theory, the en-

ergy plays a role similar to the entropy in Gas Dynamics. The losses of mechanical

energy across a shock in water correspond to an increase in entropy across a shock in

Gas Dynamics.

Hence, for the Saint-Venant equations we have a two equation model with two jump

conditions holding across a shock and a third extra condition on the energy, an inequality

that is called “entropy” condition in analogy with what happens in Gas Dynamics. For

the Euler equations of Gas Dynamics we have a three differential equations model with

three jump conditions holding across a shock and an extra inequality, a condition on the

entropy.

In the next chapter the numerical schemes used to approximate (2.25) are described.

The work of MacDonald [59] is central to this thesis and to the next chapter in particular.

We have followed some of his ideas and extended others and used some of the test

problems in [59] to test our algorithms.
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Chapter 3

Vanishing Viscosity Theory Applied

to the Steady Problem

In this chapter we present some of the existing vanishing viscosity theory that can be

applied to the scalar flow problems arising from either the Saint-Venant equations or the

Euler equations in the steady state case. The theory guarantees the existence of (weak)

discontinuous solutions that are physically relevant (the so-called entropy solutions) and

for which the differential equation breaks down (smooth assumptions are no longer valid).

These entropy solutions can be looked at as solutions of viscous differential equations

(parabolic) obtained when considering the limit when a viscous coefficient tends to zero.

These limit solutions are unique.

We present some of the work done by different authors (e.g. [71, 59, 54, 55]), that

is relevant to this thesis since it points to a possible way of studying, for example,

the singular ODE arising from the steady Saint-Venant equations with a nonprismatic

channel. A particular attention is given to the work of MacDonald [59] concerning the

Saint-Venant equations with a prismatic channel.

3.1 Vanishing Viscosity Theory

Hyperbolic systems of conservation laws, such as the homogeneous Saint-Venant equa-

tions or the Euler equations, arise from models of physical processes that do not include

viscous or dispersive mechanisms. More accurate models are obtained if we take these

mechanisms in account. Such is the case when the differential equations are modified by
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the inclusion of viscous terms, that is, terms with higher order derivatives multiplied by

coefficients that are small. For consistency we would like these more general problems

to have solutions that, in the limit when the viscous coefficients vanish, are solutions of

the original hyperbolic problem. Note that the original first order system can have more

solutions besides this limit solution, also called vanishing viscosity solutions.

By using this vanishing viscosity method it is possible to obtain some results concern-

ing the existence and uniqueness of physical solutions of the original hyperbolic system.

In fact, the vanishing viscosity theory can provide a mechanism to discriminate against

unphysical solutions.

In general the higher order system is parabolic, thus having smooth solutions. The

allowable discontinuous solutions of the first-order (hyperbolic) system can be thought

of as vanishing viscosity limit solutions of smooth solutions with narrow regions where

the solution changes rapidly. These regions are called shock layers.

It is possible in certain cases to obtain conditions independent of the viscous limit

that allow us to choose the physically relevant solution.

As we have seen in Chapter 2, the steady Saint-Venant equations and the steady

Euler equations can be reduced to one differential equation of the form

dF

dx
= D(x,w), 0 ≤ x ≤ L, t > 0 (3.1)

where the flux function F depends always on w (w > 0) and may depend on x as

well (as is the case for the Saint-Venant equations with a nonprismatic channel). The

variable w is the depth h in the case of the Saint-Venant equations and the density ρ

or the pressure p for the Euler equations. Independently of where this equation (3.1)

came from (a steady hyperbolic system), we can think of it as the steady limit of a new

unsteady differential equation of the form

∂w

∂t
+ α

∂

∂x
F (x,w) = αD(x,w) (3.2)

with appropriate boundary conditions and α = ±1. In turn, this last equation arises

from the integral conservation law

∫ x2

x1

[w]t2t1dx+ α
∫ t2

t1
[F (x,w)]x2

x1
dt = α

∫ t2

t1

∫ x2

x1

D(x,w)dxdt, (3.3)

where t2 ≥ t1 ≥ 0 and 0 ≤ x1 ≤ x2 ≤ L are arbitrary. At steady state this integral form
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yields

[F (x,w)]x2
x1
dt =

∫ x2

x1

D(x,w)dx, (3.4)

which has the same form as the steady integral form of the Saint-Venant equation and Eu-

ler equations. Therefore, at steady state, equation (3.3) and the Saint-Venant equations

or Euler equations have the same weak solutions, even though the transient behaviour

in unrelated.

We recall that for a scalar homogeneous problem of the form

∂w

∂t
+

∂

∂x
f(w) = 0,

t > 0, −∞ < x <∞, w(x, 0) = w0(x), (3.5)

the only physically relevant solution can be defined as the vanishing viscosity solution,

i.e. the limit solution as the viscosity coefficient ε ↓ 0 of the parabolic equation

∂w

∂t
+

∂

∂x
f(w) = ε

∂2w

∂x2
. (3.6)

Oleinik [68] demonstrates the existence and uniqueness of a vanishing viscosity solu-

tion for given initial data w0(x) which satisfies the so-called Oleinik (entropy) condition

f(w) − f(wL)

w − wL

≥ s ≥ f(w) − f(wR)

w − wR

(3.7)

for all w between wL and wR where s is the speed of the shock given by

s =
f(wR) − f(wL)

wR − wL

. (3.8)

The entropy condition identifies the physically allowed discontinuities, and the weak

solutions satisfying the entropy condition (3.7) are called entropy (satisfying) solutions.

If we assume that the Oleinik [68] entropy condition still discriminates towards the

physically relevant solution of the nonhomogeneous equation (3.2), then at steady state

(s = 0) the condition corresponding to (3.7) reduces to

α

(
F (x,w) − F (x,wL)

w − wL

)
≥ 0 (3.9)

for all w between wL and wR, and this implies that the physical entropy condition (2.43)

holds if we take α = −1 (the converse is not necessarily true). That is, although the

steady solutions of both (3.2) and the steady Saint-Venant or Euler systems are the same,
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if α = +1 is considered, the solutions will be entropy violating solutions. MacDonald

[59] shows this for the Saint-Venant equations and it can be shown also for the Euler

equations. Indeed, a particular case of Oleinik’s entropy condition holding for a convex

scalar flux on the variable w is

fw(x,wL) > s > fw(x,wR) (3.10)

and this holds if wL > wR. Since, for the Euler equations our original flux (2.93) is

convex (see equation (2.97)) and we have ρL < ρR across a shock (see Table 2.3), we

should start from a concave flux, that is, we should consider f = −F .

Hence, we can compute steady (entropy) solutions to the Saint-Venant or Euler equa-

tions via computing steady solutions of the differential equation

∂w

∂t
− ∂

∂x
F (x,w) = −D(x,w) (3.11)

where w is the depth h for the Saint-Venant equations and w is the density ρ for the

Euler equations, with corresponding F and D given Chapter 2.

MacDonald [59], studying the Saint-Venant problem, shows that for prismatic chan-

nels with cross-section having a single critical depth, a solution satisfying the physical

entropy condition (2.43) is also a solution satisfying Oleinik’s (steady) entropy condition.

Summarising, instead of trying to apply the vanishing viscosity theory to a steady

system of equations (usually by adding a viscous term to the momentum equation),

which will be much harder also because of the source terms (see, e.g. [86]), we can

reduce the steady system to one differential equation and apply the vanishing viscosity

theory to the scalar case.

Hence, to obtain results concerning the existence and uniqueness of entropy solutions

of problem (3.11) we could study the viscous problem

∂w

∂t
− ∂

∂x
F (x,w) = −D(x,w) + ε

∂2w

∂x2
, (3.12)

where ε > 0.

Moreover, since our interest is steady solutions, we will look at the steady viscous

problem (see Fig. 3.1)

ε
d2wε

dx2
+

d

dx
F (x,wε) = D(x,wε) , wε > 0, 0 ≤ x ≤ L

wε(0) = γ0 , wε(L) = γ1 (3.13)
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where ε, γ0, γ1 > 0.

Since the differential equation of the viscous problem (3.13) is second order, two

boundary conditions are needed, the simplest being Dirichlet boundary conditions. Prob-

lem (3.13) is a singular perturbation problem (see, e.g. [69]) since the order of the dif-

ferential equation reduces from second order to first order as ε vanishes. Furthermore,

we cannot expect the solution of the limit problem to satisfy both boundary conditions

of the viscous problem since we have a nonuniform convergence. Hence, although the

choice of two boundary conditions may appear to be against the actual choice of bound-

ary conditions for the steady problem (which may have to be specified at both ends,

either or neither end of the channel as discussed in Chapter 2), the nonuniform nature

of the limiting process allows the choice of boundary conditions that the limit solution

does not need to satisfy. Nevertheless, with the choice of the boundary values γ0 and γ1

for the viscous problem we would like to control the behaviour of the limiting solution.

For example, we would like the limit solution to satisfy the jump (or Rankine-Hugoniot)

condition.

In Section 3.2 we discuss useful work done by different authors which uses the van-

ishing viscosity theory to prove convergence to steady state solutions of monotone finite

difference schemes. Then, in Section 3.3 we discuss possible applications of the vanishing

viscosity theory to more general problems and to the particular problems studied in this

thesis.

3.2 The Use of the Vanishing Viscosity Theory in

the Steady State Case

In [71], Osher used the vanishing viscosity theory and artificial time stepping to prove

convergence to a unique steady state solution of a nonlinear singular perturbation prob-

lem using the Engquist-Osher scheme [17, 16, 18]. Osher [71] recognised that the con-

servative approximation to the spatial derivative can be used in approximating singular

perturbation problems of the form (3.13). The problem discussed in [71] is of the form

εy′′ − a(y)y′ − b(x, y) = H(x), −1 ≤ x ≤ 1

y(−1) = A , y(1) = B (3.14)
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where 0 < ε 	 1 and A and B are arbitrary constants, a(y), b(x, y) are C2 functions

verifying

b(x, 0), by(x, y) ≥ 0. (3.15)

The problem is studied for both H(x) = 0 and H(x) �= 0 by using numerical monotone

schemes devised in [17, 16, 18] to approximate unsteady homogeneous scalar conserva-

tion laws. By discretising the unsteady problem corresponding to (3.14), Osher is able

to prove convergence of the solutions of this unsteady problem to solutions of the ana-

logue discrete version of (3.14) as t → ∞ and independently of the initial guess and

independently of ε.

The idea in Osher’s work of using the unsteady discrete problem to study the discrete

related steady problem obtained in the limit (as t → ∞) is that of using a pseudo-

time iteration to solve the discrete nonlinear system of equations obtained by using

finite differences discretisation to numerically solve the steady problem and studying the

convergence of this iteration. Proofs of convergence of this pseudo time iteration (which

is a Picard iteration) rely on the contraction mapping theorem (see, e.g. [70]).

Viscous steady problems of the form (3.13) with F of the form F (w) have been

studied by several authors (e.g., [59, 54, 55, 56]). Less work has been done in the case

F (x,w).

The theory applied in MacDonald [59] to the steady Saint-Venant problem for pris-

matic channels makes use of the class of functions which have bounded total variation

and is based on the theory used in Lorenz [54, 55]. A function w ∈ BV [c, d], i.e. w

has total variation bounded if it is bounded and all points of discontinuity are simple

(w(x−) and w(x+) exist) and the set of discontinuities is countable. By grouping all

the elements in the space BV [c, d] into equivalence classes of almost everywhere equal

functions, a normalised space NBV [c, d] can be constructed (see, e.g. [59]).

MacDonald [59, 60], studying the steady Saint-Venant problem, only considers (pos-

itive) solutions that are bounded below away from zero (otherwise, physical quantities

such as energy would become unbounded). Those solutions are in the set NBV+[c, d]

which is defined by

NBV+[c, d] = {w ∈ NBV [c, d] : w(x) ≥ C > 0 for c ≤ x ≤ d, for a constantC}.

The theory used by Lorenz [54, 55] to solve the problem (3.13), requires the functions
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f = −F and D to be defined for all w. In [54], Lorenz studies a problem similar to the

one in (3.13) but in the interval [0, 1] (a change of variables can easily transform the

original problem to one in the latter interval) and assuming that

Dw(x,w) ≥ δ > 0 ∀(x,w) ∈ [0, 1] × IR.

In order to apply the theory of Lorenz to a viscous problem relevant to the steady

Saint-Venant problem for prismatic channels, MacDonald [59, 60] modifies the theory

used by Lorenz [54] to restrict it to positive solutions (depth positive) and to allow some

less restrictive conditions on Dw. The starting point is the following theorem.

Theorem 1 ([59]) Consider the problem Pε given by

ε
d2wε

dx2
− d

dx
f(wε) = b(x,wε), wε > 0, 0 ≤ x ≤ 1,

wε(0) = γ0, wε(1) = γ1, (3.16)

where ε, γ0, γ1 > 0, f ∈ C2(0,∞), bx, bw, bwx ∈ C([0, 1] × (0,∞)) and

bw > 0 (3.17)

for all w > 0 and x ∈ [0, 1]. Additionally, suppose that there are positive constants m,M

such that

b(x,m) ≤ 0 and b(x,M) ≥ 0 ∀x ∈ [0, 1]. (3.18)

Then the following hold:

(i). Problem Pε has a unique solution wε ∈ C2[0, 1] for all ε > 0 which satisfies the

bounds

0 < w ≤ wε ≤ w̄ (0 ≤ x ≤ 1), (3.19)

where w = min{γ0, γ1,m} and w̄ = max{γ0, γ1,M}.

(ii). ‖w′
ε‖ ≤ K1 for all ε > 0 where K1 is independent of ε.

(iii). There is a unique function W ∈ NBV+[0, 1] such that wε → W in L1 as ε ↓ 0. The

function W satisfies the bounds

0 < w ≤ W ≤ w̄ (0 ≤ x ≤ 1). (3.20)
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(iv). w = W is the only function in NBV+[0, 1] which satisfies

(a) If I is an interval where w is continuous, then f(w(x)) is differentiable on I,

one-sided at end points, and the differential equation

− d

dx
f(w) = b(x,w) (3.21)

holds on I.

(b) If w is continuous at x ∈ (0, 1), then

f(wl) = f(wr) ≥ f(k) if wl > wr

f(wl) = f(wr) ≤ f(k) if wl < wr, (3.22)

for all k between wl = w(x−) and wr = w(x+).

(c) For j = 0, 1 and k between w(j) and γj we have

(−1)j+1 sgn(w(j) − γj)(f(w(j)) − f(k)) ≥ 0, (3.23)

where sgn(x) = −1, 0, 1 for x < 0,= 0, > 0, respectively.

Then, MacDonald [59] proceeds to show that the theory can be applied to the steady

flow of water for a certain type of prismatic channels under certain smooth assumptions

on the conveyance (2.14) and on the bed slope S0 and also assuming the restrictive

assumption that the bed slope is positive. He also proves that this assumption on the

bed slope is needed for the theory to hold. Under those assumptions on the prismatic

channels, MacDonald is able to prove that there exists at most one limit solution W

(depth) satisfying any set of boundary values and also a weak existence result of a

solution satisfying a entropy condition similar to Oleinik’s (3.7) by assuming positive γ0

and γ1. By assuming that the channel has a single critical depth, then one can prove

that a more physical entropy condition on the energy holds.

This theory is only applicable to prismatic channels and further research is needed

in order to be able to prove similar properties for a flux function of the type f(x,w).

In [59], MacDonald refers to a paper by Lorenz and Sanders [58] that has some theory

for that type of flux function that could possibly be adapted to apply to the steady flow

problem.
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As we have seen, the vanishing viscosity theory for the scalar case can be applied to

the reduced equations obtained from the steady Saint-Venant equations (for prismatic

channels), yielding results concerning existence and uniqueness of entropy solutions [59].

This vanishing viscosity approach is based on the idea of studying a steady problem

with possibly discontinuous solutions, through the study of a family of problems hav-

ing smooth solutions with these solutions tending to the discontinuous solutions of the

original problem in some limit.

Under certain conditions the physical solutions of the steady flow problem are exactly

the steady state entropy satisfying solutions of the scalar conservation law (3.2) with α =

−1 and, as Osher recognised, one can use finite difference schemes in conservation form

(homogeneous problem) to approximate this nonhomogeneous scalar conservation law

with a pointwise discretisation of the source term. In particular, three-point monotone

conservative schemes (homogeneous problem) such as Godunov and Engquist-Osher can

be used. (The Roe scheme is not a monotone scheme.) Both Lorenz [54] and MacDonald

[59] studied the problem of existence and uniqueness of the solution (when ε ≥ 0 and

∆x > 0) of the system of difference equations arising from using conservative monotone

approximations of the spatial derivative. Lorenz’s proof is based on the fact that the

system of equations forms a M-function and MacDonald used the contraction mapping

theorem which yields a practical algorithm for computing solutions of the system of

difference equations. Moreover, it can be proved that to approximate the solution of the

reduced problem (ε = 0) in practice, it is not necessary to carry out the limit process on

ε but simply to solve the problem resulting from setting ε = 0 and to be concerned only

with the limit as ∆x vanishes.

A result, by Lorenz [54], on existence and uniqueness of solutions of the system of

difference equations, is also adapted by MacDonald to hold only for positive solutions.

The assumptions are the consistency of the numerical flux function, the monotonocity of

the time dependent scheme which includes an appropriate CFL-condition and also some

conditions on the numerical flux, namely, being Lipschitz continuous and non-increasing

in its first argument and non-decreasing in its second argument.

In Section 3.3 we discuss the possible modification of similar theory to study the

steady scalar problems presented in Chapter 2, obtained by reducing systems of conser-

vation laws with source terms in the steady case. The focus is problems arising from
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breadth or width variation which lead to flux functions of the form f(x,w).

3.3 Possible Application of Vanishing Viscosity The-

ory to Steady Problems with Breadth Variation

As described in Section 3.2, it is possible to use the vanishing viscosity theory to prove

results (in the vanishing viscosity limit) about existence and uniqueness of entropy satis-

fying solutions of the limit problem in certain cases. Furthermore, the theory of monotone

numerical schemes can help also in proving that the system of finite difference equations

obtained from a conservative discretisation of the spatial derivative, converges (it may

also provide a convergence rate estimate).

MacDonald showed that it is possible to modify Lorenz’ theory to hold for the case of

the steady Saint-Venant problem with a very general source term (that includes breadth

and bed slope variation and friction terms), for prismatic channels and with a restriction

of w (depth) being positive.

The steady scalar equations we study in this thesis have a form f(x,w) which is not

contemplated in either the work of MacDonald [59] and Lorenz [54, 55, 56], although a

paper [57] referred by MacDonald is relevant. In that paper the condition bw ≥ δ > 0 is

replaced by the condition bw−|fxw| ≥ δ > 0 and since the solutions we are looking at are

positive, it might be expected to require, as MacDonald did, a slightly different condition

of the form Dw − |F (x,w)| > 0. Despite this, the introduction of the x-dependence on

F (or f) for the case of the general form of the steady Saint-Venant equations (with

breadth variation, bed slope and friction terms) raises new questions since, for example,

there now will be a critical function at each x-cross section, hence depending on x.

Nevertheless, we solved numerically some test problems for the Saint-Venant equations

using upwind schemes based in Engquist-Osher and Roe schemes with a time stepping

iteration.

The gas problem, raises different questions. One is that the condition on bw can be

violated by a quasi-one dimensional duct flow, for example in the case of a converging-

diverging duct. In [56], Lorenz discusses the use of the Engquist-Osher and Godunov

schemes in the case of one-dimensional duct flow described by a steady differential equa-
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tion (in the variable u) whose flux function does not depend explicitly on the area varia-

tion. That equation was studied previously by Stephens and Shubin [87]. Furthermore,

it may be possible to use a different reduction of the steady Euler equations that does

not depend explicitly on K but still maintains the features leading to different types

of solution (supersonic flow, sonic flow, subsonic flow) (see [87, 56]). Also, it may be

possible in this case to remove the x dependence from the flux function (see [56]). Nev-

ertheless, one should keep in mind that not all transformations will render a equation

with the necessary physical features. Although equivalent for smooth solutions, different

conservative formulations may not make any physical sense and in the presence of shock

waves may produce wrong shock speeds and the wrong solutions (see Chapter 4).

Our choice of reduction in the case of the steady Euler equations is dependent on

K and that brings extra difficulties since K, although being constant for isentropic

flow, has a jump if a normal shock occurs, which in a nozzle occurs in the diverging

section. Nevertheless, the source terms considered in this case are just width variation

(no friction) and do not seem as complicated as the ones studied by MacDonald, although

they depend on K and this may be relevant.

In Chapter 4 we present some theory on conservative schemes (homogeneous problem)

and describe the upwind schemes of Engquist-Osher and Roe. In Chapter 5 we study

conservation laws with source terms and modify the schemes studied in the previous

chapter to include source terms.
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Chapter 4

Theory on the Upwind Schemes of

Engquist-Osher and Roe

In this chapter we describe some of the background theory for conservative first-order

numerical schemes, for the case (2.2) where the function depends only on the conserved

variables and the case (2.1) where the flux function depends also on the space variable

independently.

Many numerical conservative schemes can be obtained for different choices of the

numerical flux function. We are particularly interested in applying the upwind schemes

of Engquist-Osher and Roe, which are Godunov-type methods, to a pseudo-time scalar

PDE obtained from reducing steady systems of hyperbolic PDEs (as shown in Chapter

2). The theory will be presented in some cases for the general case of a system of

hyperbolic PDEs and also for the scalar case.

Since the upwind schemes of Engquist-Osher and Roe are Godunov-type methods

we will present firstly the latter scheme in some detail and then proceed to explain its

relation to the former schemes. A review on the class of numerical schemes known as

Godunov methods is given in [91].

In Section 4.1 we present the general concepts needed for the application of first-order

conservative schemes to the hyperbolic problems described in Chapter 2. The cases of

the flux function depending only on the conserved variable and also of the flux function

depending on both the conservative variable and x are discussed in Sections 4.2 and 4.3.

The upwind schemes of Godunov, Engquist-Osher and Roe are described in both cases
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but the details of the algorithms used are delayed until Chapter 6.

The splitting into two terms of the x-derivative of the flux function is studied in

Section 4.4. There we discuss the possibility of obtaining a conservative scheme starting

from a quasi-linear (nonconservative) form of the equations.

4.1 Background on Conservative Methods

For homogeneous systems of conservation laws it is known that two systems of conser-

vation laws that are equivalent for smooth solutions do not necessarily remain so for

weak solutions. In physical applications it is clear which form to choose: the form of the

equations that comes directly from the integral form of the physical conservation law.

This leads to conservative numerical schemes which give an approximation to shocks in

a “correct” location ([49]) and at the right speed .

One way to derive numerical methods in conservative form is to use finite difference

discretisations starting from the conservative form of the conservation law. Another way

is to start from a quasilinear form (e.g., see [49, 5]).

For smooth solutions it is known that consistency and stability imply convergence.

But these conditions are not sufficient in the case of weak solutions. Convergence (if

it exists) to weak solutions satisfying jump conditions is guaranteed if the (consistent)

numerical scheme used is in conservation form (Lax-Wendroff theorem [46, 49]), although

this is not a guarantee that only the schemes in conservation form can converge to the

correct weak solution. Schemes that are conservative and stable in the presence of dis-

continuities are known as shock capturing schemes. Furthermore, if the numerical scheme

satisfies an additional condition known as entropy condition convergence is guaranteed to

the unique physically relevant solution (Harten [34]). Examples of conservative schemes

generating numerical solutions violating the entropy condition are given e.g. in Leveque

[49] or Wesseling [101].

Nevertheless, as Toro [95] has pointed out, since Hou and LeFloch [41] proved that, in

the case of a shock, if a scheme not written in conservative form converges it will converge

to the solution of a new conservation law with a source term, this is another argument

in support of using a conservative scheme when approximating discontinuities (or near a

discontinuity). In [41] Hou and LeFloch derive the equation which the nonconservative
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schemes approximate and show that a local correction of any high-order accurate scheme

in nonconservative form can be used to ensure its convergence to the correct solution.

Actually, they used an hybrid scheme that switches to a conservative scheme near a point

of discontinuity of the solution. The implementation of nonconservative schemes which

fit the shock waves by explicitly computed discontinuities, may incorporate upwinding

(of source terms as well) very cheaply [77]. Some references on using adaptive primitive-

conservative schemes are given in Toro [95].

Moreover, the differential equations under study might include source terms. Ex-

amples of conservation laws with source terms were given in Chapter 2. The inclusion

of source terms, which might have a dominant effect in the nonhomogeneous problem,

raises some questions about how to discretise these terms adequately. The idea is to use

the underlying physical (integral) conservation law to extend the notion of a conservative

scheme to include source terms by properly approximating those source terms (see, e.g.

Burguete and Garcia Navarro [5]). The emphasis of the work of this thesis is also on

how to discretise these source terms when a conservative finite volume scheme (based on

Roe and Engquist-Osher schemes) is adopted to approximate the flux terms.

The numerical techniques used to approximate the source terms are a pointwise ap-

proach and an upwind approach, the latter involving the upwinding of an average value

of the source term and can be seen as a more physical approach. The discretisation of

the source terms and the extension of conservative schemes to the nonhomogeneous case

will be explained in more detail in the next chapter (Chapter 5).

In addition, the flux function depends on the conserved variables and might also vary

spatially. This spatial variation of the flux introduces new difficulties, namely, in how to

express this variation at a discrete level.

In Chapter 5 we will derive numerical schemes in conservation form for the nonho-

mogenous sytems of conservation laws, starting from both the conservation and noncon-

servation form of the PDE. Now we proceed to study in more detail the homogeneous

case, studying both the case of a flux function depending on the conserved variable and

the case where the flux function depends also on the space variable.
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4.2 Flux Function of the Form F(U)

In this section the notion of a conservative numerical scheme is introduced and the

upwind schemes of Godunov, Roe and Engquist-Osher are presented.

4.2.1 Theory on Conservative Methods

Consider a homogeneous system of conservation laws of the general form

Ut + F(U)x = 0. (4.1)

We shall consider a uniform grid in (x, t) space with ∆x and ∆t denoting the grid spacing

in space and time, respectively. We denote by Un
k an approximation of U(xk, t

n) at the

point (xk = k∆x, tn = n∆t).

Integrating the conservation law (4.1) over the rectangle [xj− 1
2
, xj+ 1

2
] × [tn, tn+1] we

obtain the integral form of the conservation law, i.e.∫ x
j+1

2

x
j− 1

2

[U]t
n+1

tn dx+
∫ tn+1

tn
[F(U)]

x
j+1

2
x

j− 1
2
dt = 0, (4.2)

or ∫ x
j+1

2

x
j− 1

2

U(x, tn+1)dx =

∫ x
j+1

2

x
j− 1

2

U(x, tn)dx−
[∫ tn+1

tn
F(U(xj+ 1

2
, t))dt−

∫ tn+1

tn
F(U(xj− 1

2
, t))dt

]
. (4.3)

From the integral form (4.3), introducing some integral averages, it is possible to derive

the formula which constitutes the basis of conservative numerical methods (see, e.g., [95,

44]). Indeed, if we consider the integral cell average in space of U(x, tn) and U(x, tn+1)

over the interval [xj− 1
2
, xj+ 1

2
] we have

Un
j =

1

∆x

∫ x
j+1

2

x
j− 1

2

U(x, tn)dx (4.4)

and similarly

Un+1
j =

1

∆x

∫ x
j+1

2

x
j− 1

2

U(x, tn+1)dx. (4.5)

We also consider time integral averages of the flux function F(U(x, t)) at positions x =

xj− 1
2

and x = xj+ 1
2
, namely

F∗
j− 1

2
=

1

∆t

∫ tn+1

tn
F(U(xj− 1

2
, t))dt, (4.6)
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Figure 4.1: Numerical fluxes in jth-cell

and similarly,

F∗
j+ 1

2
=

1

∆t

∫ tn+1

tn
F(U(xj+ 1

2
, t))dt. (4.7)

With these definitions, we can write equation (4.3) in the form

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
− F∗

j− 1
2

)
. (4.8)

The advantage of defining Un
j as an integral average, rather than an approximation to

the state U(i∆x, n∆t), is that equation (4.8) can be regarded as an integral law instead

of a differential law. Methods based in this averaging technique are called Finite Volume

Schemes.

When using a uniform grid, our spatial domain is split in cells of the form [xj− 1
2
, xj+ 1

2
]

with j = 1, 2, . . . , N − 1 (see Fig. 4.1) and F∗
j+ 1

2

is called the numerical flux function

(corresponding to the intercell boundary x = xj+ 1
2
) and is continuous and specified

differently according to different numerical methods.

The numerical scheme is said to be in conservation form (or conservative) if it is

written in the form (4.8). A discussion on the conservation form can be found in [47]

and in later references like [49, 29].

These conservative methods satisfy a telescopic property expressing a more global

form of conservation. Indeed, in the discrete case, if we sum up both sides of equation

(4.8), the value of F∗
j+ 1

2

used to update Un
j when added with the value of F∗

j− 1
2

used to

update Un
j+1 cancels out, leaving only the fluxes at the extreme cell boundaries, i.e.

N−1∑
j=1

Un+1
j =

N−1∑
j=1

Un
j − ∆t

∆x

(
F∗

N− 1
2
− F∗

1
2

)
(4.9)

with F∗
N− 1

2

and F∗
1
2

being, respectively, the rightmost and leftmost intercell boundaries
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fluxes. An advantage of equation (4.9) is the correct description of the integral laws (4.2)

(see Roe [77]).

In general, the numerical flux function is a Lipschitz continuous function that can be

written in the form (e.g. see [49, 95])

F∗
j+ 1

2
= F∗

j+ 1
2
(Uj−pL

, . . . ,Uj−pR
) (4.10)

where pL and pR depend on the particular choice of the numerical flux.

For explicit methods, the approximations of the conserved variables are taken from

the previous iteration at time level tn.

The scheme is said to be consistent with the system of differential equations (4.1) if

the numerical flux function computed at constant values coincides with the value of the

flux function computed at those values, i.e. if U = Û, say, then we expect to have (see

equation (4.10))

F∗
j+ 1

2
(Û, . . . , Û) = F(Û). (4.11)

Hence, the discretisation error (assuming that F is smooth) goes to zero when ∆x goes

to zero.

It is worth remarking that the scheme given by equation (4.8) can be thought of as

an approximation of the original system by using an explicit Euler scheme for the time

discretisation together with a finite volume method for the space discretisation.

Numerical conservative schemes have been obtained for many different choices of the

numerical flux function. In this thesis we are concerned with the Godunov, Engquist-

Osher and Roe schemes.

4.2.2 The Godunov Method

The Godunov method [30] is a first-order upwind method that comes from the observa-

tion that the numerical solution Un
j satisfies the integral form of the conservation law

(4.3) exactly if the averages (4.4) and (4.6) hold. The intercell numerical fluxes F∗
j+ 1

2

are

computed by using solutions of local Riemann problems. A Riemann problem consists

of solving the conservation law for a single jump, i.e solving the system

Ut + F(U)x = 0 on IR× [tn, tn+1] (4.12)

54



together with piecewise initial data of the form

U(x, tn) =

 Un
j x < xj+ 1

2

Un
j+1 x > xj+ 1

2

. (4.13)

The solution of the Riemann problem with left data state Un
j and right data state Un

j+1

is denoted by Un
j+ 1

2

.

Typically the solution of the Riemann problem in the case of systems is composed of

m waves (m is the size of the system). Riemann solutions have been found for certain

well known systems of conservation laws. For example, in the case of the Saint-Venant

equations a reference is [100] and for the Euler equations some references are [49], [86]

and [94].

The method proceeds in the following manner: at a time level n we use the numerical

solution Un to build a piecewise constant function Ũn(x, tn) which is equal to Un
j , given

by equation (4.4), on the grid cell (xj− 1
2
, xj+ 1

2
) (see Fig. 4.2). This piecewise function is

���
�
�

�� �
�

�
�

�

Figure 4.2: The piecewise constant distribution of data at time level n

not constant over tn ≤ t < tn+1 but it is used as the initial data of the conservation law,

leading on to a sequence of Riemann problems to be solved, each one at a grid interface.

The sequence of Riemann problems can be solved exactly at each cell interface yield-

ing a solution Ũn(x, t) for tn ≤ t ≤ tn+1 which is obtained by piecing together these

Riemann solutions on the condition that the waves from neighbouring problems do not

interact. (To prevent this from happening, for a given ∆x one has to limit the size of the

time step ∆t.) Then we use the scheme in conservation form (4.8) to compute the cell

averages at the next time step, i.e. Un+1 is computed by averaging the exact solution

at time tn+1 (note that we need to compute the numerical flux function). The resulting

value is in turn used to define a new piecewise constant function, and the process repeats.
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Actually, the integration needed to compute the numerical flux function at a cell

interface, for example F∗
j+ 1

2

given by (4.7), is trivial. The integrand function is constant

at the point xj+ 1
2

over the interval (tn, tn+1) and hence does not depend on the whole

Riemann solution but only on the flux of the state at xj+ 1
2
. This happens because the

solution of the Riemann problem at xj+ 1
2

is a similarity solution in x/t, i.e. is of the

form U(x, t) = W(x/t) (see [49]). So we can rewrite the numerical flux function as

F∗
j+ 1

2
= F(Wn

j+ 1
2
(0)). (4.14)

Likewise F∗
j− 1

2

= F(Wn
j− 1

2

(0)).

Since the details of the Riemann problem solutions are not important within the cell

for the calculation of the flux (what is needed is a cell average), they may be allowed to

interact provided the interaction is contained within a grid cell, that is, the solution at

xj+ 1
2

does not influence the state at xj− 1
2

and vice-versa. Seeing that the wave speeds are

bounded by the eigenvalues of the Jacobian of the system, ∂F
∂U

, and that the neighbouring

Riemann problems are at a distance ∆x away, the Riemann solution will be constant

over [tn, tn+1] by choosing ∆t satisfying∣∣∣∣ ∆t∆x
λk(U

n
j )
∣∣∣∣ ≤ 1 (4.15)

for all eigenvalues λk at each Un
j . Alternatively, if in a particular problem we consider

the maximum of the left-hand side of (4.15), that quantity is called the Courant number

or the CFL1 coefficient and its value lies between 0 and 1.

After obtaining this solution over the interval [tn, tn+1] the new updated solution

Un+1
j is computed by averaging the exact solution at time tn+1 and the resulting value

is in turn used to define a new piecewise constant function, and the process repeats.

In the next sections we study in more detail the scalar case.

4.2.3 The Scalar Problem

The scalar problem with smooth initial data

Consider a scalar Cauchy problem (or initial value problem (IVP)) with smooth initial

data where the flux function depends only on the conserved variable w, i.e.

wt + F (w)x = 0 (4.16)
1Courant, Friedrichs, Lewy [12] whom firstly recognized the importance of a condition like (4.15)

56



with

w(x, 0) = w0(x). (4.17)

A solution of the IVP can be constructed (for small t) by following characteristic

curves x = x(t). The characteristics satisfy

dx

dt
= F ′(w) = λ(w), x(0) = x0. (4.18)

and w is constant along those characteristic curves because if we consider both w and x

as functions of t, the total derivative of w along the curve x(t) we obtain

dw

dt
= wt +

dw

dx
λ(w) = 0. (4.19)

Additionally, since w is constant on each characteristic, the slope x′(t) as a function

of w only is also constant. Hence the characteristics are straight lines with the slope

determined by the initial data. If the initial data is smooth, we can solve the IVP (4.18)

yielding

x = x0 + w(x0, t)t (4.20)

and then

w(x, t) = w(x0, 0). (4.21)

The Riemann problem

In the one-dimensional case the Riemann problem is an IVP where initial data is in

the form of a jump, so no longer smooth. If the flux function depends only on w and is

convex (F ′′ > 0), the solution of the Riemann problem (4.12)-(4.13) is either

(i). a shock (discontinuity) propagating with speed s, i.e.

w(x, tn+1) =

 wn
j x < xj+ 1

2
+ st

wn
j+1 x > xj+ 1

2
+ st

(4.22)

where the shock speed s is given by the jump condition

s =
F (wn

j+1) − F (wn
j )

wn
j+1 − wn

j

; (4.23)

in addition we require that the entropy condition

F ′(wn
j ) > s > F ′(wn

j+1) (4.24)

holds (i.e., for convex F , the characteristics always enter in a shock and never

emanate from it) or
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(ii). an expansion wave given by

w(x, tn+1) =


wn

j x < F ′(wn
j )t

wn
j +

wn
j+1−wn

j+1

F ′(wn
j+1)−F ′(wn

j )

(
x
t
− F ′(wn

j )
)

F ′(wn
j )t < x < F ′(wn

j+1)t

wn
j+1 x > F ′(wn

j+1)t

(4.25)

(see, e.g. [90] or [86]).

If F is concave (F ′′ < 0) similar conclusions can be drawn. In the cases of F being

convex or concave the discontinuity in the Riemann solution is separated either by a

shock or by a fan, but not by both. The case of F being neither convex or concave is

more complicated but a solution can still be found and it may involve both a shock and

a rarefaction wave (e.g. see [72, 101]).

An expression for the Godunov numerical flux which works even with nonconvex

fluxes and that leads to entropy satisfying solutions of the Riemann problem is given by

F ∗
j+ 1

2
= F ∗(wj+1, wj) =

 maxwj+1≤w≤wj
F (w) for wj+1 < wj

minwj≤w≤wj+1
F (w) for wj+1 ≥ wj

(4.26)

(see LeVeque [49]).

As we have seen, Godunov’s method solves the Riemann problem at each cell inter-

face, exactly. Since the use of a known exact solution can be computationally expensive,

it can be more efficient to use only an approximation to the Riemann solution. That

is the idea behind the approximate Riemann solvers methods which solve the Riemann

problem approximately and use the resulting value to compute the numerical flux. We

will look at two approximate Riemann solvers for a scalar problem, namely the Roe

scheme and the Engquist-Osher scheme.

Although it is possible and sometimes useful to think of how these methods work in

the case of a system of conservation laws, the steady case for particular sorts of systems

of conservation laws discussed in Chapter 2 allows us to reduce the system to a singular

scalar ODE which can be thought of as the steady case of an unsteady scalar equation

(see also Chapter 3).

In the following subsections the approximate Riemann solvers of Roe and Engquist-

Osher are presented.

58



4.2.4 The Upwind Scheme of Roe

One of the simplest and most used Riemann solvers is that due to Roe [75] and involves

a linearisation of the system of conservation laws (2.2) written in quasi-linear form (2.3).

The scheme was introduced for systems of hyperbolic conservation laws but can be

interpreted also for a scalar conservation law. We first introduce its general description

and then proceed to apply it to a scalar conservation law and to the system of two ODEs

of Section 2.3.5 obtained by reducing a different form of the Euler equations.

Consider the system of conservation laws in quasi-linear form (2.3) with D(x,U) = 0,

i.e.

Ut + JUx = 0. (4.27)

Roe’s approach linearises the system (4.27) by replacing the Jacobian matrix J by

constant matrices in each interval. That is, by replacing J in each interval (xj, xj+1)

by a matrix J̃ = J̃(Uj,Uj+1). With this approach, the original Riemann problem is

substituted by an approximate linear problem, with the same initial data, that is then

solved exactly. The solution of the linear Riemann problems can be found in [49, 94], for

example. Their solution contains only discontinuities and not expansion fans, leading

to non entropy satisfying solutions. Different entropy fixes for Roe’s scheme have been

proposed, though. See for example, [79] and [37] (the latter is also outlined in [49]).

For any two adjacent states UL and UR the matrices J̃ = J̃(UL,UR) should satisfy:

(i). J̃(UL,UR) is diagonalisable (Hyperbolicity)

(ii). J̃(UL,UR) → J(U) as UL,UR → U (Consistency)

(iii). (Conservation)

∆F = F(UR) − F(UL) = J̃(UL,UR)(UR − UL) (4.28)

The first two conditions are satisfied if J̃ is taken to be the Jacobian evaluated at an

averaged state Ũ, i.e. J̃(UL,UR) = J̃(Ũ). In general, an arithmetic average does not

satisfy the last condition (see [49, 91] and also [39]) and a particular kind of geometric

average is often used instead. This geometric average can be written in the form of

an arithmetic mean of a parameter vector (see [75, 79, 27]). In [75] Roe showed how to

build this matrix for the Euler equations. Later Roe and Pike [79] presented an approach
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where the explicit construction of the matrix J̃ can be avoided. The application of the

Roe scheme to the Shallow Water Equations can be found in [25].

Roe’s scheme for the scalar ODE

For the case of a scalar conservation law of the form (4.16) the third condition de-

termines uniquely λ̃ = J̃(wL, wR) as

λ̃ =
F (wR) − F (wL)

wR − wL

. (4.29)

Hence, the linearised problem is the scalar advection equation

wt + λ̃wx = 0 (4.30)

whose Riemann problem solution is a moving shock (a jump from wL to wR with speed

λ̃). Since the average speed (4.29) is the (Rankine-Hugoniot) jump condition this “ap-

proximate” Riemann solution is a weak solution which may not satisfy the entropy

condition.

The numerical flux can be written in the form

F ∗
j+ 1

2
(wj+1, wj) =

1

2
(F (wj) + F (wj+1)) −

1

2
|λ̃j+ 1

2
|(wj+1 − wj) (4.31)

where

λ̃j+ 1
2
(wj, wj+1) =


F (wj+1)−F (wj)

wj+1−wj
wj+1 �= wj

F ′(wj) wj+1 = wj

. (4.32)

The numerical flux can also be written in the form

F ∗
j+ 1

2
(wj+1, wj) =

 F (wj) λ̃j+ 1
2
≥ 0

F (wj+1) λ̃j+ 1
2
< 0

. (4.33)

The scheme is also known as the first-order upwind scheme (FOU). We call it the Roe

scheme although, as referred to in [59], Murman and Cole [66, 67] came up with a similar

scheme earlier.

The term upwind or upstream refers to the direction from which characteristic infor-

mation propagates, with the grid points used in the spatial finite differences discretisation

chosen to be the ones on the side from which the information (“wind”) flows.

A disadvantage of the Roe scheme is that the Riemann solution consists only of

discontinuities with no rarefaction waves, which can lead to entropy-violating solutions.
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In both the scalar conservation law and the system of conservation laws, a Riemann

solution that does not satisfy the entropy condition can occur in the case of a sonic

rarefaction wave. For the scalar case this corresponds to F ′(wL) < 0 < F ′(wR). There

are different ways of modifying the Roe scheme to obtain entropy satisfying solutions.

The sonic entropy fix discussed by Harten and Hyman [37] and outlined in LeVeque [49]

is the one used in the different Roe algorithms we use. This entropy fix substitutes the

single jump propagating with speed λ̃ with two jumps propagating with speeds F ′(wL)

and F ′(wR) separated by the state

wm = wL +
F ′(wR) − λ̃

F ′(wR) − F ′(wL)
(wR − wL). (4.34)

The approximate Riemann solution (see 4.22), which can be written as a similarity

solution as

Ŵ (x/t) =

 wL x/t < λ̃

wR x/t > λ̃
(4.35)

is thus substituted by

Ŵ (x/t) =


wL x/t < F ′(wL)

wm F ′(wL) < x/t < F ′(wR)

wR x/t > F ′(wR)

(4.36)

(see [49]).

Geometrically the state wm is the abscissa of the point of intersection of the two

tangent lines to the curve F (w) at the points wL and wR. Its coordinate gives the

numerical flux at this intermediate state (see Fig. 4.3). Hence, when F ′(wL) < 0 <

F ′(wR) the numerical flux is given by

F ∗(wR, wL) = F (wL) + F ′(wL)
F ′(wR) − λ̃

F ′(wR) − F ′(wL)
(wR − wL). (4.37)

Roe’s scheme for the reduced Euler system of two ODEs

For the system of two ODEs (2.110) derived in Section 2.3.5 it is possible to derive

the Roe’s matrix and also Roe’s averages in a way similar to the one in [75] (see also

[101]). Following Roe [75], we are going to express everything in terms of a parameter

vector

z =
√
ρ

 1

H

 =

 z1

z2

 . (4.38)
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Figure 4.3: The geometric interpretation of the entropy fix for the Roe method in the

sonic rarefaction case

By using equations (2.48), (2.50) and the equation of state (2.59) one can get the

equations

E =
1

γ
ρH +

γ − 1

2γ
ρu2

and

p =
γ − 1

γ

(
ρH − 1

2
ρu2

)
which are useful to express w and F in terms of the vector z. Another equation which

is useful is (2.86).

Thus, the vector of variables (2.113) can be written as

w =

 z2
1

1
γ
z1z2 + γ−1

2γ
m2

z2
1

 =

 z1

z2

 (4.39)

and the flux function can also be written as

F =

 ρu2 + p

u(E + p)

 =

 γ−1
γ
z1z2 + γ+1

2γ
m2

z2
1

m z2

z1

 . (4.40)

Defining the difference

∆a = aR − aL

and the average

ā =
aL + aR

2
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we have

∆(a+ b) = ∆a+ ∆b

∆(ab) = ā∆b+ b̄∆a

∆
(
a

b

)
=
b̄∆a− ā∆b

(bLbR)2
.

Using these identities, it is easy easy to verify that

∆w = B̄∆z (4.41)

with

B̄ =

 2z̄1 0

1
γ
z̄2 − γ−1

γ
m2 z̄1

(zL
1 zR

1 )2
1
γ
z̄1

 (4.42)

and

∆F = C̄∆z (4.43)

with

C̄ =

 γ−1
γ
z̄2 − γ+1

γ
m2 z̄1

(zL
1 zR

1 )2
γ−1

γ
z̄1

−m z̄2

zL
1 zR

1
m z̄1

zL
1 zR

1

 . (4.44)

Moreover, using the inverse of the matrix B̄

B̄−1 =

 1
2z̄1

0

−1
2

z̄2

z̄2
1

+ γ−1
2
m2 1

z̄1(zL
1 zR

1 )2
γ
z̄1

 (4.45)

it can be shown that

∆F = C̄∆z = C̄(B̄−1∆w) (4.46)

Hence, we have seen that condition (iii) in (4.28) is satisfied and that Roe’s matrix is

given by

J̃(wL,wR) = C̄B̄−1 =

 γ−3
2
m2 1

ρ̃2 γ − 1

−mH̃ 1
ρ̃

+ γ−1
2
m3 1

ρ̃3 γm1
ρ̃

 (4.47)

where

ρ̃ = zL
1 z

R
1 =

√
ρlρR (4.48)

H̃ =
z̄2

z̄1

=

√
ρLHL +

√
ρRHR√

ρL +
√
ρR

. (4.49)
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The equations (4.48) and (4.49) are called the Roe averages. From the average (4.48)

we can define the average

ũ =
m

ρ̃
(4.50)

which can be thought of as a particular case of the well-know Roe average for the Euler

system of three equations

ũ =

√
ρLuL +

√
ρRuR√

ρL +
√
ρR

(4.51)

obtained by considering uR = m/ρR and uL = m/ρL.

A comparison between the linearised Jacobian matrix J̃(UL,UR) given by equation

(4.47) and the original Jacobian matrix J = dF
dw

shows that

J̃(wL,wR) = F′(w̃) =
dF

dw
(w̃). (4.52)

Hence, conditions (i)-(iii) in (4.28) are satisfied by this linearised Jacobian matrix and

Roe’s (numerical) flux can be written as

Fj+ 1
2

= J̃j+ 1
2
w̃ =

=
1

2
(F(wj) + F(wj+1)) −

1

2

2∑
k=1

|µ̃k|α̃kr̃k. (4.53)

where we used the notation

Jj+ 1
2

= J̃(wj,wj+1).

Because of equation (4.52), the eigenvalues µ̃k follow immediately from equations (2.117)-

(2.118), so we can write

µ̃1 =
φ̃−

√
φ̃2 + 4λ̃1λ̃2λ̃3

2
(4.54)

µ̃2 =
φ̃+

√
φ̃2 + 4λ̃1λ̃2λ̃3

2
(4.55)

where

φ̃ =
γ − 3

2
ũ2 + γũ (4.56)

λ̃1 = ũ− c̃ (4.57)

λ̃2 = ũ (4.58)

λ̃3 = ũ+ c̃ (4.59)

c̃2 = (γ − 1)
(
H̃ − 1

2
ũ2

)
(4.60)
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and ũ is given by equation (4.50). The eigenvectors follow from equations (2.122)-(2.123)

giving

r̃1 =

 γ − 1

µ̃1 − γ−3
2
ũ2

 (4.61)

and

r̃2 =

 γ − 1

µ̃2 − γ−3
2
ũ2

 . (4.62)

The coefficients α̃k in the Roe flux (4.53) are obtained from

∆w =
2∑

k+1

α̃kr̃k (4.63)

yielding

α̃1 =
∆E − ∆ρ

γ−1

(
µ̃2 − γ−3

2
ũ2

)
µ̃1 − µ̃2

(4.64)

α̃2 =
−∆E + ∆ρ

γ−1

(
µ̃1 − γ−3

2
ũ2

)
µ̃1 − µ̃2

(4.65)

(4.66)

4.2.5 The upwind Scheme of Engquist-Osher (scalar case)

An important Riemann solver was introduced by Engquist and Osher [17, 18]. In the

case where the flux function depends only on the conserved variable w, the numerical

flux function is given by

F ∗
j+ 1

2
(wj+1, wj) = F−(wj+1) + F+(wj) + F (c) (4.67)

where the functions F± are given by

F−(w) =
∫ w

c
min

θ
{F ′(θ), 0}dθ (4.68)

F+(w) =
∫ w

c
max

θ
{F ′(θ), 0}dθ (4.69)

and c is arbitrary.

If F is strictly convex (F ′′ > 0) then we can define the functions F+ and F− as

F−(w) = F (min{w,wc}) (4.70)

F+(w) = F (max{w,wc}) (4.71)
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where wc is the unique sonic point, i.e. F ′(wc) = 0. Then we have

F (w) = F−(w) + F+(w) + F (c) (4.72)

and also

|F ′(w)| = F ′
−(w) + F ′

+(w). (4.73)

Similar conclusions can be drawn for the case of F being strictly concave (F ′′ < 0).

Thus, for a convex or concave flux function, the numerical source function is equivalent

to the Godunov numerical flux for a rarefaction wave and only differs in the case of

a shock. Furthermore, in domains where the sign of F ′ is constant the numerical flux

function coincides with the standard first-order upwind scheme (see [59]).

4.3 Flux Function of the Form F(x,U)

In this section we follow a similar path to Section 4.2 for the case where the flux function

depends on the conservative variables and on the space variable as well. The notion

of a conservative numerical scheme is introduced for this case. Some extensions of the

upwind schemes of Godunov, Roe and Engquist-Osher are also presented.

4.3.1 Theory on Conservative Methods

If the flux function depends on both x and U, the homogeneous system of conservation

laws can be written in the form

Ut + F(x,U)x = 0. (4.74)

In order to model the dependence of the flux function on x we allow the numerical

flux function to depend also on x and define a conservative numerical scheme for this

case.

Let us consider a uniform grid in the x− t space as in Section 4.2 and proceed in a

similar way to define a conservative numerical scheme in the case where the flux function

F also depends on x.

Thus, by integrating the conservation law (4.74) over the rectangle [xj− 1
2
, xj+ 1

2
] ×

[tn, tn+1] we obtain the integral form of the conservation law, i.e.∫ x
j+1

2

x
j− 1

2

[U]t
n+1

tn dx+
∫ tn+1

tn
[F(x,U)]

x
j+1

2
x

j− 1
2
dt = 0, (4.75)
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or ∫ x
j+1

2

x
j− 1

2

U(x, tn+1)dx =
∫ x

j+1
2

x
j− 1

2

U(x, tn)dx−

−
[∫ tn+1

tn
F(xj+ 1

2
,U(xj+ 1

2
, t))dt−

∫ tn+1

tn
F(xj− 1

2
,U(xj− 1

2
, t))dt

]
. (4.76)

Equation (4.76) can be written in the form

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
− F∗

j− 1
2

)
. (4.77)

by defining U(x, tn) and U(x, tn+1) as the integral averages (over the interval [xj− 1
2
, xj+ 1

2
])

given by equations (4.4) and (4.5) and by introducing time integral averages of the flux

function F(x,U(x, t)) at positions x = xj− 1
2

and x = xj+ 1
2

of the form

F∗
j− 1

2
=

1

∆t

∫ tn+1

tn
F(xj− 1

2
,U(xj− 1

2
, t))dt, (4.78)

and

F∗
j+ 1

2
=

1

∆t

∫ tn+1

tn
F(xj+ 1

2
,U(xj+ 1

2
, t))dt. (4.79)

The function F∗
j+ 1

2

is called the numerical flux function (corresponding to the intercell

boundary x = xj+ 1
2
) and is, in general, Lipschtiz continuous.

The numerical scheme is said to be in conservation form (or conservative) if it is

written in form (4.77).

As we have seen the conservative methods satisfy a discrete telescopic property yield-

ing an equation of the form (4.9).

In general, the numerical flux function is of the form

F∗
j+ 1

2
= F∗

j+ 1
2
(xj−qL

, . . . , xj+qR
,Uj−pL

, . . . ,Uj−pR
) (4.80)

where qL, qR, pL and pR depend on the particular choice of the numerical flux. The

choice of qL and qR is related to the grid points, turning out to be grid points if their

values are integers.

The scheme is said to be consistent with the system of differential equations (4.74) if

the numerical flux function computed at constant values coincides with the value of the

flux function computed at those values, i.e., if x = x̂ and U = Û, say, then we expect to

have (see equation (4.80))

F∗
j+ 1

2
(x̂, . . . , x̂, Û, . . . , Û) = F(x̂, Û). (4.81)
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Hence, the discretisation error (assuming that F is smooth) goes to zero when ∆x goes

to zero.

Methods that are of particular interest are upwind methods, the Godunov method

being particularly relevant. These methods detect the correct direction from which

each characteristic propagates and often require solving Riemann problems in order to

accomplish the appropriate splitting between wave propagation to the left and right.

Modifications to the Godunov, Roe and Engquist-Osher schemes to include x-dependence

are discussed in Section 4.3.2.

4.3.2 The Godunov, Roe and Engquist-Osher Schemes Extended

to Include x-dependence

The discretisation of the derivative of the flux function can be thought of in two ways.

One way (starting from the conservative form of the hyperbolic system) is to take in

account the explicit dependence of the derivative of F in x directly in the discretisation.

The other way is to split the derivative of F by the chain rule and to treat the terms

coming from partial differentiation with respect to x (with U fixed) as source terms,

keeping the other resulting terms on the left-hand side of the system equations. This

latter (indirect) approach corresponds to starting from a quasi-linear form of the system

(nonconservative) and brings some questions on conservativeness forward. A discussion

of both approaches is the subject of Section 4.4. The direct approach is used in [59] and

the indirect approach is explored, for example, in [20, 42, 5]. Both approaches are used

in [48]. The idea of altering the form of the source term (corresponding to a indirect

approach) is suggested in [74].

In a direct approach we look at ways of including the x-dependence of the flux function

by simply adding the argument x to any evaluation of the function F and its derivatives.

The numerical flux function will also depend on x and a natural choice is to consider

F∗
j+ 1

2
(xj+ 1

2
,Uj+1,Uj) (4.82)

owing to the integral form (4.75) and the averages (4.78)-(4.79).

In this way the conservative scheme (4.8) takes the form

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
(xj+ 1

2
,Uj+1,Uj) − F∗

j− 1
2
(xj− 1

2
,Uj,Uj−1)

)
. (4.83)
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A more general possibility (see [59]) is to apply a conservative method of the form

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
(xj+q,Uj+1,Uj) − F∗

j− 1
2
(xj+q−1,Uj,Uj−1)

)
. (4.84)

for any real q, where xj+q = (j+q)∆x. Note that when q = 1/2 we get (4.83) and that a

choice of q integer may be more efficient computationally, since quantities will be mainly

computed at grid points. These schemes are still consistent with the conservation law.

Conservative numerical schemes can be modified to include the x-dependence in the

way described above. However, this approach corresponds to take approximations of the

flux function, respectively, Fj−1 associated with the j − 1th cell and Fj associated with

the jth cell. The Riemann problem at a cell interface xj− 1
2

is of the form

Ut + Fj−1(U)x = 0 if x < xj− 1
2

Ut + Fj(U)x = 0 if x > xj− 1
2
.

(4.85)

with initial data Uj−1 and Uj.

For example, a direct approach combined with the Engquist-Osher scheme for scalar

equations is taken in [59] and [48].

Applying the direct approach to Roe scheme is not so straightforward (especially for

systems). Indeed, for a flux function depending on x as well as U, Roe’s linearisation of

the system in each interval (xL, xR), with xL and xR representing adjacent states, leads

to an approximation of the derivative of the flux function satisfying (4.28) that is not

identical to the one obtained for a function depending only on U (see equation (2.5)).

We have

∆F = F(UR) − F(UL) = J̃(UL,UR)(UR − UL) + Ṽ (4.86)

where J̃ ≈ ∂F
∂U

is the linearised Jacobian matrix and Ṽ ≈ ∂F
∂x

∆x (see, e.g. [19]). In [42],

Hubbard and Garcia-Navarro choose to include this last term in the numerical flux via

a characteristic decomposition, presenting both fluctuation-signal and flux-based forms

using the Roe scheme.

The scalar case is simpler since the linearised Jacobian matrix is just a scalar. Nev-

ertheless, the dependence of the flux function on x still yields an extra term due to x

dependence. Indeed, we have ∆F = λ̃∆w + Ṽ where λ̃ ≈ ∂F
∂w

and Ṽ ≈ ∂F
∂x

∆x.
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In a direct approach we seek to incorporate the dependence of the numerical flux on

x within the evaluation of the numerical flux. Hence we include the extra term Ṽ in the

definition of the numerical flux. In an indirect approach we include the discretisation of

Ṽ in the source terms.

By including the x-dependence on the numerical flux function (scalar case) in the

way given by (4.84), the Roe flux can be written in the form

F ∗
j+ 1

2
= F ∗(xj+q, wj+1, wj)

=
1

2
(F (xj+q, wj) + F (xj+q, wj+1)) −

1

2
sgn(λ̃j+ 1

2
) (F (xj+q, wj+1) − F (xj+q, wj))

=
1

2
(F (xj+q, wj) + F (xj+q, wj+1)) −

1

2

(
|λ̃j+ 1

2
|∆wj+ 1

2
+ sgn(λ̃j+ 1

2
)Ṽj+ 1

2

)
(4.87)

where ∆wj+ 1
2

= wj+1 − wj and

λ̃j+ 1
2

= λ̃(xj+q, wj+1, wj) =


F (xj+q,wj+1)−F (xj+q,wj)

wj+1−wj
wj+1 �= wj

∂F
∂w

(xj+q, wj) wj+1 = wj

. (4.88)

Likewise for F ∗
j− 1

2

and λ̃j− 1
2
.

The choice of an approximation for Ṽj+ 1
2

will be discussed in more detail in Chapter

5 although, as an example, we can give

Ṽj+ 1
2

= F (xj+q, wj) − F (xj+q−1, wj). (4.89)

In order to obtain entropy-satisfying solutions when using Roe scheme in the case of a

sonic rarefaction wave (∂F
∂w

(x,wL) < 0 < ∂F
∂w

(x,wR)) we tried, without success, an entropy

fix similar to the one presented in Section 4.2.4. That is, if ∂F
∂w

(x,wL) < 0 < ∂F
∂w

(x,wR),

we write

wm = wL +
∂F
∂w

(x,wR) − λ̃
∂F
∂w

(x,wR) − ∂F
∂w

(x,wL)
(wR − wL). (4.90)

and use an expression for the numerical flux given by

F ∗(x,wR, wL) = F (x,wL) +
∂F

∂w
(x,wL)

∂F
∂w

(x,wR) − λ̃
∂F
∂w

(x,wR) − ∂F
∂w

(x,wL)
(wR − wL). (4.91)

The need of an entropy fix when using the Roe scheme in a direct approach is con-

firmed by the numerical results we obtained (see Chapter 8).

Furthermore, by including x-dependence in the numerical flux in the way given by

(4.84), the Godunov (numerical) flux for the scalar case can be written in the form

F ∗
j+ 1

2
= F ∗(xj+q, Uj+1, Uj) =

 maxUj+1≤w≤Uj
F (xj+q, w) for Uj+1 < Uj

minUj≤w≤Uj+1
F (xj+q, w) for Uj+1 ≥ Uj

(4.92)
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(see (4.26)).

In addition, the Engquist-Osher flux can be written in the form

F ∗
j+ 1

2
(xj+q, wj+1, wj) = F−(xj+q, wj+1) + F+(xj+q, wj) + F (xj+q, c) (4.93)

where the functions F± are given by

F−(x,w) =
∫ w

c
min

θ
{Fθ(x, θ), 0}dθ (4.94)

F+(x,w) =
∫ w

c
max

θ
{Fθ(x, θ), 0}dθ (4.95)

and c is arbitrary.

If F is strictly convex in the variable w (∂2F
∂w2 > 0) then we can define the functions

F+ and F− as

F−(x,w) = F (x,min{w,wc}) (4.96)

F+(x,w) = F (x,max{w,wc}) . (4.97)

We assume that in each cross-section there is a unique critical function wc(x), i.e.

∂F
∂w

(x,wc) = 0. Then we have

F (x,w) = F−(x,w) + F+(x,w) + F (x, c) (4.98)

and also

|F ′(x,w)| = F ′
−(x,w) + F ′

+(x,w). (4.99)

Similar conclusions can be drawn for the case of F being strictly concave (∂2F
∂w2 < 0).

The three upwind schemes described have the property that

wj, wj+1 > wc(xj+q) ⇒ F ∗(xj+q, wj+1, wj) = F (xj+q, wj+1)

wj, wj+1 < wc(xj+q) ⇒ F ∗(xj+q, wj+1, wj) = F (xj+q, wj). (4.100)

4.4 Nonconservative Form of the Equations

We remark that the class of conservative systems is a more restricted class than that

of quasi-linear (nonconservative) systems of the form (4.101). Indeed, a homogeneous

system of equations written in quasi-linear form

Ut + J(U)Ux = 0 (4.101)
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is a conservative system if J(U) = dF
dU

.

For smooth solutions it is possible to construct different equivalent formulations of

the conservation laws, based in nonconservative variables, that are conservative purely

in a mathematical sense without regarding to their physical meaning (an example for

the Shallow Water equations is presented in [94]). Nonconservative formulations are

also not unique. On the contrary, for discontinuous solutions the physical background is

important. Nonconservative schemes or conservative schemes built under mathematical

considerations rather than physical considerations produce wrong solutions satisfying

different jump conditions and thus having wrong speeds and the wrong shock position

(see [94]). That does not happen with a conservative scheme based on conservative

variables: a solution can be a shock smeared out but it will be at the correct location.

Convergence (if it exists) of numerical schemes to weak solutions satisfying the jump

condition is guaranteed for conservative and consistent schemes (Lax-Wendroff Theorem

[46]). The theorem does not guarantee that the weak solutions are unique. The physical

relevant weak solutions can be obtained either via an entropy condition or as limits of

an associated viscous problem as the viscosity vanishes (vanishing viscosity solutions).

If the system is conservative, a necessary condition for the existence of physically

relevant solution is the jump condition. For a more general nonconservative system like

(4.101), other approaches have been taken to define discontinuous solutions to (4.101)

(see [29]). One approach is to use physical considerations to guide the choice of a viscous

problem whose limit is the weak shock solution wanted. This approach comes naturally

if the equations come from physics. Another approach to define discontinuous solutions

is by looking at the product J(U)(U)x and to give it a meaning, in some way, when

U is, say, a Heaviside function (a single jump). This can be done, as described in [29]

following the theory of Dal Maso, Le Floch and Murat [14] who extended the work of

Volpert (see [41, 92] for references). The definition of the jump [J(U)(U)x]φ depends on

a path φ connecting the left state UL and the right state UR. A different approach is to

use generalised functions.

The work of Hou and LeFloch [41] for scalar unsteady equations is focused on the er-

ror introduced by using nonconservative finite difference schemes for the approximation

of conservation laws. Their study has shown that nonconservative schemes do not in

general converge to the correct solution if a shock occurs. Instead, the limit solution sat-
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isfies an inhomogeneous conservation law. Additionally, a nonconservative scheme does

not necessarily converge to the correct solution of an homogeneous scalar conservation

law even if it contains the same numerical viscosity as that of a conservative scheme

([41]). They point out that the error introduced by using nonconservative finite differ-

ence schemes for the approximation of conservation laws can be small for short times

if the initial data is close to a constant but it will grow with time. Furthermore, Hou

and LeFloch [41] show that a local correction of a nonconservative scheme can be made,

ensuring its convergence to the entropy satisfying solution of the homogeneous scalar

conservation law. This correction is implemented through an hybrid (nonconservative)

scheme that switches to a conservative scheme in the neighbourhood of discontinuities

of the solution.

Summarizing, in regions where the solution is smooth, the conservative forms (4.1)

and (4.74) are equivalent to the nonconservative form (4.27) and to the one given by

Ut + J̄Ux = −∂F
∂x

, (4.102)

respectively.

At a discontinuity, the conservation forms (4.1) and (4.74) should be approximated

by a conservative numerical scheme. If we start from a nonconservative form of the

equations (which may be easier to deal with), such as the indirect approach in the x

dependent flux function, some sort of nonconservative numerical scheme should be used

(as suggested in [41] for scalar unsteady conservation laws). Furthermore, the use of

an indirect approach may introduce source terms which have to be dealt with. If the

solution is smooth it may be convenient to write the system of conservation laws in

primitive variables. But, for example, at an interface when applying the Roe scheme we

have a discontinuity, so the conservative form is preferred, especially when the jump is

large.

4.5 Nonlinear Stability and Higher Order Extensions

for the Scalar Equations

We recall that the Lax-Wendroff theorem does not say anything about whether the

numerical method converges. It only asserts that if a conservative consistent scheme
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converges, then the limit is a weak solution of the homogeneous unsteady nonlinear

system of conservation laws (see, e.g. [49]). To guarantee convergence an appropriate

notion of (nonlinear) stability is needed.

When studying the stability of a numerical scheme in the scalar case one can use the

concepts of monotonicity preserving, monotone and total variation diminishing.

A scheme is said to be monotonicity preserving if given any monotone initial data,

the solution remains monotone for all time. This property prevents oscillations from

occurring near discontinuities.

Another form of stability is that realted to total variation (TV) (see, e.g. [49]). It

can be shown that the total variation of a solution of a scalar conservation law does not

increase in time. Therefore numerical schemes should have this property. This gives rise

to the class of total variation diminishing or TVD methods.

It can be shown that any conservative TVD scheme is convergent (see [49], Chapter

15) although it is not guaranteed its convergence to the (unique) entropy satisfying

solution of the conservation law. Furthermore, TVD implies monotonicity preserving

and hence prevents spurious numerical oscillations occurring near discontinuities.

A more restrict form of stability is associated with monotone schemes and can be

seen as mimicking a monotone property of entropy satisfying solutions of a conservation

law. A conservative scheme of the form (4.8) is said to be monotone if for any two

numerical solutions un
j and vn

j we have

vn
j ≥ un

j ⇒ vn+1
j ≥ un+1

j for all j.

If we write a (scalar) conservative scheme (4.8) in the form

wn+1
j = G(wn

j−k+1, . . . , w
n
j+k) (4.103)

(the function G is a discrete solution operator), then the scheme is monotone if the

function G is a nondecreasing function of all its arguments.

It can be shown that monotone conservative schemes are TVD and more importantly,

that any conservative monotone scheme converges to the unique entropy satisfying so-

lution of the conservation law (see [49, 29, 13, 38]). The drawback is that monotone

schemes are first order accurate [38]. As described in [92], the limitation of first-order

accuracy for monotone approximations can be avoided if L1-contractive solutions are

replaced with the (weaker) requirement of bounded variation solutions.
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A classical second-order scheme in both space and time (which is not TVD) is the Lax-

Wendroff scheme which despite yielding accurate approximations to smooth solutions

develops oscillations in the vicinity of discontinuities.

One approach to obtain higher order accuracy scalar schemes (at least away from

discontinuities) and to avoid smearing discontinuities is to use the TVD criteria. Some

references on constructing high order TVD schemes using limiter functions can be found

in [59]. We mention the work of Harten [35] and Sweby [89].

Second order schemes can be obtained by solving a Generalized Riemann problem

defined by assuming piecewise linear data in each interval [xj− 1
2
, xj+ 1

2
] with midpoint

value wn
j and slopes determined according to certain rules (c.f. van Leer [98]).

Other approaches can be taken, for example, the essentially non-oscillatory or ENO

approach [36] (see also [85]) and artificial viscosity schemes (see [101] for references).

The Godunov, Engquist-Osher and Roe schemes under the hypothesis that an ap-

propriate CFL condition holds, are examples of TVD schemes. Furthermore, it can be

shown that the Godunov and Engquist-Osher schemes are monotone if a CFL condition

holds. Hence they are first-order schemes.

As described in [59], for steady state computations implicit schemes can be useful

since they allow a larger time step to be taken and therefore the steady state is reached

faster, although each step is more expensive. Implicit schemes can relax or even avoid

the time step restriction given by the CFL condition (see [59] for more details on the

schemes and references).

4.6 Scalar Flux Function Depending on a Discontin-

uous Coefficient

The equation (2.91) obtained in Chapter 2 by reducing the steady (isentropic) Euler

equations has a flux function depending on the entropy coefficient K which, although

constant for smooth flow, has a jump if a shock occurs (being constant in both sides of

the shock). In other words, the definition of the flux function depends on x also through

a coefficient which is discontinuous when the solution has a jump.

In [97], Towers establishes convergence of scalar finite difference schemes based on
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the Godunov and Engquist-Osher schemes for a homogeneous unsteady scalar problem

of the form

ut + (k(x)f(u))x = 0, u(x, 0) = u0(x) (4.104)

where the flux k(x)f(u) has a possibly discontinuous spatial dependence through the

coefficient k, which is allowed to have jump discontinuities. This type of equations arises

in traffic flow problems such as the traffic flow in a highway (see [97]).

Actually, the steady form of equation (4.104) is not of the same form as the one

we are interested in, (2.91). The latter, besides being nonhomogeneous (with a source

depending on the coefficient K as well), does not have the coefficient K in all the flux

terms. Hence, extra difficulties arise when studying equation (2.91).

When using Godunov and Engquist-Osher based schemes to solve the unsteady prob-

lem (4.104), Towers was able to construct a explicit time-marching consistent algorithm

in conservation form where the monotonocity of the scheme is maintained (with a nu-

merical flux defined as kj+ 1
2
F ∗

j+ 1
2

(uj+1, uj) if kj+ 1
2
≥ 0 and with arguments reversed when

k is negative). Furthermore, Towers uses a piecewise continuous discretisation of k(x)

that has jumps at the cell centres as opposed to cell boundaries, staggering in this way

the discretisation of k and u, and thus reducing the complexity of the problem. Further

study is needed to study whether some of the techniques used in [97] can be extended

to equation (2.91).

In the next chapter, Chapter 5, the discretisation of the source terms is studied in

more detail. In Chapter 6 the numerical schemes used are presented.
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Chapter 5

Source Terms

Many physical applications are modelled by (unsteady) systems of conservation laws with

source terms. Some of the theory that exists for one-dimensional homogeneous systems

of conservation laws can be extended to the inhomogeneous case, such as the definition

of weak and entropy solution (see [29]). In the scalar case, existence (via the vanishing

viscosity method) and uniqueness of solution can still be proved for nonhomogenous

systems [29]. Moreover, the jump condition (or Rankine-Hugoniot condition) remains

unchanged.

One possible approach to deal with the source terms is to split the nonhomogeneous

problem into an advection problem (homogeneous) and a source problem (ordinary dif-

ferential equation) and then treat the resulting problems independently (see, e.g. [94]).

This is not the approach adopted here. Instead we use numerical schemes based in the

Roe [75] and Engquist-Osher [18] schemes to solve the entire equation (2.25) numerically.

The presence of source terms and that of a flux dependent on both x and the conserved

variables are important aspects of the discretisation of a system of conservation laws with

source terms such as those studied in this work. An approach to discretise a spatially

dependent flux function can start from a quasi-linear form (nonconservative form of the

equation) where a spatial partial derivative of the flux derivative is included in the source

terms. Once again the importance of “properly” discretising the source terms arises. A

proper balance between the discretisation of the flux and source terms, which physically

exists in the steady state case, has been sought by several authors. Some of them are

referred to in [42] and in [95].

Roe’s scheme has been used by many authors to solve systems of the form (2.2)
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numerically (e.g. [3, 19, 59, 74, 75]) and also of the form (2.1) (e.g. [20, 42, 59, 99, 5]).

These works point towards a discretisation of the source terms corresponding to the way

the derivative of the flux function is discretised (upwind).

We also mention the work of Roe [78], Glaister [22, 24, 23, 25, 28, 26], Sweby [90],

LeVeque [50, 53], Emmerson [15], Gosse [31, 32], Greeenberg and LeRoux [33] and that

of Jenny and Muller [43].

The use of the Engquist-Osher scheme [18] for problems of the form (2.1), even in

the steady-state case, has not been so thoroughly studied. Special mention is due to

the work of MacDonald [59], which was fundamental to our study. Some of the ideas

presented in [59] are developed further in the present thesis. Although MacDonald used

both the Engquist-Osher and the Roe schemes to solve problems of the form (2.2) and

(2.1) in the steady-sate case, some questions remain unanswered. For example, which is

the best discretisation of the source terms, particularly if the Roe method is used and if

the flux function F depends on x.

Other interesting work is by LeVeque and co-authors (e.g. [51, 52]), Chinnayya and

Le Roux [6] and also by Toro and coauthors (e.g. [96]).

In Chapter 2 we showed that it is possible to reduce, in the steady state case, some

systems of conservation laws to a single, singular ODE. That is the case for the Saint-

Venant equations and the Euler equations of gas dynamics under certain assumptions.

A discretisation of this equation using finite differences combined with a time-stepping

iteration can be thought of as the discretisation of an unsteady scalar equation of the

general form (5.1) (see Chapter 3).

In Section 5.1 a general unsteady scalar conservation law with source terms is stud-

ied. The inclusion of source terms in a otherwise conservative scheme is discussed in

Section 5.2 and the discretisation of source terms is the subject of Section 5.3. Modifi-

cations of the schemes of Roe and Engquist-Osher to include source terms is discussed

in, respectively, Section 5.4 and Section 5.5.
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5.1 The Scalar Unsteady Nonhomogeneous Equa-

tion

Consider the unsteady nonhomogeneous (nonlinear) scalar equation

wt + F (w)x = D(x,w) (5.1)

with some smooth initial data given by (4.17). The source function D may depend on

both x and w. Comparing with the homogeneous case presented in Section 4.2.3, two

main difficulties arise. The solution w need no longer be constant along the characteristic

of the equation and the slope of the characteristics changes as well. In fact, we have two

ODEs:
dw

dt
= D(x,w) (5.2)

along paths
dx

dt
=
dF

dw
(w), x(0) = x0. (5.3)

The slope of the paths depends on w (see (5.3)) and need not be constant anymore

since w is not constant along the characteristics (5.2).

If the flux function depends on both x and w, then instead of the equation (5.1) we

have

wt + F (x,w)x = D(x,w) (5.4)

with smooth initial data given by equation (4.17). A solution of the IVP can be con-

structed (for small t) by following characteristic curves x = x(t). The characteristics

satisfy
dx

dt
=
∂F

∂w
= λ(x,w), x(0) = x0 (5.5)

and are not straight lines anymore. Furthermore, w is no longer constant along these

characteristic curves since we have

d

dt
w(x(t), t) =

∂w

∂t
+
∂w

∂x

dx

dt

= D(x,w) − ∂

∂x
F (x,w) +

∂w

∂x

dx

dt
=

(
dx

dt
− ∂F

∂w

)
∂w

∂x
+D(x,w) − ∂F

∂x
. (5.6)

Therefore, from (5.6) we see that we have

dw

dt
= D(x,w) − ∂F

∂x
(5.7)
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along the characteristics given by (5.5). As a consequence, it would be possible, for

instance, for a solution starting as an expansion wave to shock during the course of the

solution.

We can draw similar conclusions if we have D(x,w) = 0 in equation (5.4) which is

equivalent (for smooth solutions) to the homogeneous equation written in quasi-linear

form
∂w

∂t
+
∂F

∂w

∂w

∂x
= −∂F

∂x
. (5.8)

Note that, in the homogeneous case, if the flux function depends on both x and the

solution w, a source term comes into place which corresponds to the partial derivative

−∂F
∂x

.

Since Godunov schemes approximate the solution at the boundary of cells using a

piecewise constant function, and in the nonhomogeneous case (or homogeneous case with

x-dependent flux function) the speed on the characteristics is no longer constant (with

curved characteristics), small time steps may be needed. Furthermore, the solution in

the cell may change between shock and expansion within the time step, restricting again

the time step.

Nevertheless, the jump condition is verified by a discontinuity solution in both the

homogeneous and the inhomogeneous case, although it gives only an instantaneous shock

speed [90].

Furthermore, a complication which may rise due to source terms is stiffness [53, 90].

In the next Section, Section 5.2, we look at discretisations of the source terms when

applying a conservative scheme.

5.2 Conservative Schemes and Numerical Source

Terms

Consider a one-dimensional system of conservation laws with source terms of the

general form (2.1), i.e.

Ut + F(x,U)x = D(x,U). (5.9)

Integrating the conservation law (5.9) over the rectangle [xj− 1
2
, xj+ 1

2
] × [tn, tn+1] we
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Figure 5.1: Numerical fluxes and sources in jth-cell

obtain the integral form of the conservation law, i.e.

∫ x
j+1

2

x
j− 1

2

[U]t
n+1

tn dx+
∫ tn+1

tn
[F(x,U)]

x
j+1

2
x

j− 1
2
dt =

∫ tn+1

tn

∫ x
j+1

2

x
j− 1

2

D(x,U)dxdt, (5.10)

or, equivalently,

∫ x
j+1

2

x
j− 1

2

U(x, tn+1)dx =

=
∫ x

j+1
2

x
j− 1

2

U(x, tn)dx−
[∫ tn+1

tn
F(xj+ 1

2
,U(xj+ 1

2
, t))dt−

∫ tn+1

tn
F(xj− 1

2
,U(xj− 1

2
, t))dt

]

+
∫ tn+1

tn

∫ x
j+1

2

x
j− 1

2

D(x,U)dxdt. (5.11)

If we introduce now the integral averages of U and F considered in Chapter 4 (see

(4.4) and (4.78), respectively), equation (5.11) can be rewritten in the form

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
− F∗

j− 1
2

)
+

1

∆x

∫ tn+1

tn

∫ x
j+1

2

x
j− 1

2

D(x,U)dxdt. (5.12)

For a uniform grid in space and time with grid spacing in space and in time being,

respectively, ∆x and ∆t, the equation (5.12) can be thought of from a numerical point

of view (see Fig. 5.1). Then we can write

Un+1
j = Un

j − ∆t

∆x

(
F∗

j+ 1
2
− F∗

j− 1
2

)
+

∆t

∆x
D∗

j (5.13)

where F∗
j+ 1

2

is the numerical flux function evaluated at the cell interface j + 1
2

between

control volumes (the grid cells) and D∗
j =

∫
Ddx is a numerical source integral over the

cell j a term whose approximation will be discussed. The numerical flux function has

the general form (4.80) presented in Chapter 4.
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If we sum up both members of equation (5.13) the numerical flux terms over interior

grid interfaces cancel out giving

N−1∑
j=1

∆Uj =
N−1∑
j=1

(
Un+1

j − Un
j

)
= −∆t

∆x

(
F∗

N− 1
2
− F∗

1
2

)
+

∆t

∆x

N−1∑
j=1

D∗
j , (5.14)

with FN− 1
2

and F 1
2

being respectively, the leftmost and rightmost intercell boundaries

fluxes.

This equation (5.14) is a discrete version of the equation that can be obtained from

the conservation law integrating spatially over the whole domain, i.e.,

∫ x
N− 1

2

x 1
2

(Ut + Fx) dx =
∫ x

N− 1
2

x 1
2

D(x,U)dx, (5.15)

or, equivalently, integrating the derivative of the flux terms,

∫ x
N− 1

2

x 1
2

Ut dx = F 1
2
− FN− 1

2
+

∫ x
N− 1

2

x 1
2

D(x,U)dx. (5.16)

Hence the global variation of the conserved variable is due only to the contributions of

the flux terms at the outer boundary grid interfaces and to the source terms.

We would like the source terms to have, at a discrete level, a similar cancellation

property. Yet, this is not always possible to achieve. Source terms with derivatives can

be approximated by finite differences yielding such a feature but source terms are not of

this form in general.

The notion of a consistent numerical scheme approximating a system of conservation

laws with source terms has to include the homogenous case (no source terms). Hence

we can talk about consistency in relation to the way the flux function is approximated

by the numerical flux function, and we accept the definition given by equation (4.11) of

Chapter 4, i.e., the numerical flux function is consistent with the continuous flux when, if

computed at constant values, it coincides with the value of the flux function computed at

those values. We can also define consistency of the discretisation of the source terms in

a similar way. Therefore, we say that the discretisation of the source terms is consistent

if it satisfies

lim
∆x→0

U1,...,Uk→U

D∗
j(x, . . . , x,U1, . . . ,Uk) − D(x,U) = 0. (5.17)

In [99], Vázquez-Cendón calls conservative a numerical scheme that, when applied to

the shallow water equations (with source terms), it approximates exactly or with order
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greater than one, a stationary solution. This definition makes use of the “C-property”

and of the “approximate C-property” introduced by Bermúdez and Vázquez [3]. Their

work on the Q-schemes of van Leer and Roe for inhomogeneous problems is generalised by

Vázquez-Cendón [99] to nonuniform meshes and applied to the shallow water equations

for channels with rectangular cross-section taking account bed slope, breadth variation

and bottom friction.

Studying nonhomogeneous systems of conservations laws of the form (2.2), Gascón

and Corberán [21] (see also [10]) take a different approach of that explained above (see

equation (5.13)) by including the primitive of the source (the numerical source) in the def-

inition of a new numerical flux function, i.e the new numerical flux function is constructed

through the difference between the numerical flux function associated with the physical

flow (conservative form) and the primitive of the source term. In this way the original

nonhomogeneous system of conservation laws is rewritten in a homogeneous form. They

proceed to construct a scheme in conservation form which is an adapted second-order

one-step Lax-Wendroff scheme reducing to the original scheme if there are no source

terms. The choice of approximation of the primitive of the source maintains the balance

between discretisation of the flux function and the discretisation of the source terms in

the steady state case. This evaluation of the source terms can be interpreted with the

concept of the exact C-property or approximate C-property introduced by Bermúdez and

Vázquez [3] when studying upwind methods based on a flux-difference or flux-splitting

discretisation of the flux combined with an upwind discretisation of the source terms.

Numerical results are presented for quasi-one dimensional flow test problems.

5.2.1 The Scalar Case

In this section we consider conservative schemes modified with the inclusion of a numer-

ical source, similar to those described for systems (see equation (5.13)). Hence, in the

scalar case we have

wn+1
j = wn

j − ∆t

∆x

(
F ∗

j+ 1
2
− F ∗

j− 1
2

)
+

∆t

∆x
D∗

j (5.18)
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where F ∗
j+ 1

2

is a numerical flux function at interface j + 1
2
, and D∗

j is an approximation

of the integral of the source term. More appropriately, the scheme (5.18) takes the form

wn+1
j = wn

j − ∆t
F ∗

j+ 1
2

(xj+q, wj+1, wj) − F ∗
j− 1

2

(xj+q−1, wj, wj−1)

∆x
+

∆t

∆x
D∗

j (5.19)

(q is a parameter) if the flux function depends on both x and w (see the corresponding

homogeneous scheme (4.84)) but simplifies to

wn+1
j = wn

j − ∆t
F ∗

j+ 1
2

(wj+1, wj) − F ∗
j− 1

2

(wj, wj−1)

∆x
+

∆t

∆x
D∗

j (5.20)

if the flux function depends solely on w.

The type of discretisation of the integral of the source term is the topic of discussion

of the next section.

5.3 Types of Discretisation of the Source Terms

A pointwise and an upwind approach for the discretisation of the source terms is dis-

cussed. A pointwise discretisation of the source terms consists of a simple evaluation at a

grid point or some kind of average between neighbouring grid points (centred discretisa-

tion). An upwind discretisation of the source terms uses an average of the source term on

the left and right of the cell interface agreeing with the type of flux discretisation adopted.

If any of the source terms is in the form of a derivative, then the pointwise approach

corresponds to taking a centred finite differences approximation whereas a upwind dis-

cretisation of the derivative corresponds to a one-sided finite differences approximation

of the derivative.

An upwind discretisation of the source terms takes into account the way the flux

terms are discretised. The idea is to discretise the source terms in such a way that

the numerical model preserves the balance present in the mathematical model. Since

the source terms do not have an inherent “wind” direction, that direction is picked up

from the conservative discretisation of the flux terms. We defer the description of both

pointwise and the upwind discretisation of the source terms used in the thesis to discuss

it in connection with Roe and Engquist-Osher discretisations of the flux.

Many authors pointed out advantages of doing an upwind discretisation of the source

terms over a pointwise discretisation.
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In [78], Roe shows the necessity to modify the upwind schemes for nonhomogeneous

(one-dimensional) hyperbolic conservation laws. He presents some schemes where the

source terms are taken into account through an integration along the characteristics

argument. He points out that for linear systems of conservation laws the source terms

should be upwinded in the same way as the flux.

Roe’s scheme has been extended by several authors to include source terms. For

example, Glaister applied Roe’s ideas to the shallow water equations [23, 25] and to the

Euler equations [22] by projecting the source terms onto the local eigenvectors of the

Jacobian matrix (Roe matrix) and upwinding them.

For shallow water equations, several authors have extended Roe Riemann solver to

nonhomogeneous problems (e.g. [3, 99, 19, 42, 5]) where the discrete form of the source

terms is constructed in a way similar to the numerical fluxes, seeking an equilibria that

exists in steady conservation laws with source terms. Seeking a “balance of source terms

and flux gradients” (which often occur for steady nonhomogeneous conservation laws),

LeVeque [50] proposed the quasi-steady wave-propagation algorithm. The idea consists

in introducing a Riemann problem in the centre of each cell in such a way that the cell

average is unchanged and the effect of the source terms in the cell is cancelled by the

waves resulting from solving the Riemann problem.

Jenny and Müller [43] introduced a characteristic based Riemann solver which takes

into account source terms and viscous fluxes. The Rankine-Hugoniot-Riemann (RHR)

solver’s basic idea is to transform the volume integrals of the source terms (which include

viscous terms) into surface integrals. They show that, for one-dimensional nonhomoge-

neous linear hyperbolic schemes, the RHR solver coincides (for a particular choice of a

parameter measuring the fraction of the spatial increment taken in the the cell where the

conserved variable is approximated) with the scheme introduced by LeVeque [50] and

the scheme introduced by Roe [78]. The schemes differ in the nonlinear case, though.

Difficulties arise when the source terms include spatial derivatives and their discrete

representation has to be chosen. Such is the case for the source terms arising from bed

slope and variable width.
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5.4 Roe Scheme Modified to Include Source Terms

In [3], Bermúdez and Vázquez showed the importance of upwinding the bed slope source

term of the Saint-Venant equations modelling the flow of water in a constant breadth

channel. They compared several schemes (the Roe scheme being one of them) by means of

a C-Property related to a stationary solution (‘water at rest’) and showed that spurious

numerical waves can appear when this property does not hold. Such is the case for

centred discretisation of the source terms. The motivation was the work of Roe [78] for

linear and nonlinear systems suggesting that the source terms should be upwinded in

the same way as the flux function and the work of Glaister [23] applying these ideas to

the Saint-Venant equations.

Vázquez-Cendón [99] extend this idea of discretising the source terms and the flux

function in the ‘same way’ for the one-dimensional shallow water equations in channels

with variable bed slope to consider also the source terms arising from variable breadth

function (rectangular cross-section) and bottom friction. The discretisation via the Q-

schemes of Roe [75] and van Leer [39] is studied. An upwind discretisation of the source

term due to bed variation is adopted since this was shown (in [3]) to provide a better

numerical approximation by avoiding spurious oscillations. The discretisations of the

source terms due to breadth variation and bottom friction are studied by introducing a

new stationary solution, since that corresponding to ‘water at rest’ could not be used

in this case (it eliminated exactly the source terms that had to be studied). For this

new stationary solution an upwind and a centred discretisation of the source terms are

again compared in terms of satisfying exactly or approximately a C-property. It is shown

that an upwind discretisation of some source terms (such as the bed slope) should be

used despite its analytical expression being known. The use of an analytical expression

instead of an upwind discretisation can destroy the C-property exactness. If there is no

source term the schemes proposed satisfy exactly the C-property. However if the source

term due to friction is considered the schemes satisfy an approximate C-property. The

consistency of the schemes is also analyzed.

Note that because the channel is assumed to have rectangular cross-section Vázquez-

Cendón is able to use a conservative form of the Saint-Venant equations that does not

depend explicitly on x.
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The explicit dependence of the flux function on x in the context of Roe’s scheme and

the C-property introduced by Bermúdez and Vázquez [3] was studied by Garcia-Navarro

and Vázquez-Cendón (cf. [20, 19]). They showed that for this type of flux function the

local linearisation of Roe scheme does not hold as ∆F = J∆U (J is the Jacobian matrix

at an averaged state) but as ∆F = J∆U + V among spatial increments of the variables

F and U. The term V corresponds to a discretisation of the partial derivative ∂F
∂x

which

comes forward when applying the chain rule (under smoothness assumptions) to the

term F(x,U)x.

When using Roe’s scheme to solve the problem of a rectangular channel of variable

width, Priestley [74] chooses to include this term into the source terms. However, in

doing so the conservation form of the system of partial differential equations is destroyed.

MacDonald [59] chooses to add a discretisation of ∂F
∂x

to each cell besides the upwind

distribution of the wave strengths.

Garcia-Navarro and Vázquez-Cendón [20, 19] discuss two ways of presenting Roe’s

scheme for nonhomogeneous systems of conservation laws in the one-dimensional case

with x-dependent flux function and possible extensions of two-dimensional upwinding

via finite volumes methods. In a fluctuation-signal formulation [76], the extra term V

is thought of as a source term that is subtracted from the existing ones whereas in a

numerical flux formulation this term V is included in the definition of the numerical

flux function with necessary adaptations unless these corrections are also passed to the

right-hand side.

The upwind discretisation of the source terms approach taken in [20, 19] corresponds

to the projection of the source terms onto the basis of eigenvectors. The idea is to

enforce the balance between the discrete fluxes and the source terms discretisation and

is related with the work of Bermúdez and Vázquez [3] and the well-balanced scheme of

Greenberg and LeRoux [33]. The fluctuation-signal formulation of the upwind approach

adopted is presented and compared with the corresponding matrix notation introduced

by Bermúdez and Vázquez [3]. It becomes clearer that the upwind discretisation of the

source term determines the amount that is added to each grid point coming from the

left-half cell and from the right-half cell.

Both pointwise and upwind discretisation choices adopted in [20, 19] are analyzed in

the context of satisfying a C-property (see [3, 99]) for the stationary solution of water
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at rest. Results are presented for the Saint-Venant equations in a nonprismatic channel

with rectangular cross-section and variable width.

Hubbard and Garcia-Navarro [42] use modifications of Roe scheme to approximate

nonhomogeneous conservation laws. Special care is taken to approximate terms arising

from a spatially dependent flux function (with the ideas of [19]) and to keep the balance

between flux and source terms existent in the steady state case. They study besides first-

order discretisations, flux and slope-limited high-resolution corrections. The method is

extended to two-dimensional flow. Numerical results are presented, in one and two

dimensions, for the shallow water equations.

Burguete and Garcia-Navarro [5] extend high-resolution TVD schemes to nonhomo-

geneous conservation laws. A new technique is proposed that includes the source terms

(upwind discretised) in the flux limiter functions in order to mantain the balance with

the fluxes. They discuss ways of preserving the conservative character of the schemes,

that is, seeking an exact balance between the flux gradient and the source terms discreti-

sation starting from conservative forms with source terms and nonconservative forms of

the conservation laws. The case where the flux function is spatially dependent is studied.

Numerical results are presented for a nonconservative formulation of the shallow water

equations.

5.5 Engquist-Osher Scheme Modified to Include Source

Terms

A natural modification of Engquist-Osher scheme to include source terms is to discretise

the source terms pointwise. Nevertheless, a upwind discretisation of the source terms is

also possible yielding higher order accuracy in certain types of flow (see MacDonald’s

[59] and Lorenz’s [59, 54] work).

In [59], MacDonald used a generalisation of the Engquist-Osher scheme with source

terms upwinded to solve the steady problem with a time stepping iteration. The theory

extends the work of Lorenz [54] on second-order accurate Engquist-Osher based schemes

to solve a singular perturbation problem. The upwinding is performed in a smoothing

manner, that is, with the help of a smooth function providing the switch between sub-
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critical and supercritical flow. The rate of switching is controlled by a parameter [59, 54].

With the help of this auxiliary function, the Engquist-Osher flux can be written in a

new form that includes source terms.

MacDonald discusses and presents results (for the steady Saint-Venant equations).

For the case where the flux function depends solely on the conserved variable, higher

order accuracy can be achieved if the source terms are upwinded. The higher order

accuracy for the Engquist-Osher extended schemes studied does not happen in all regions

of the solution if the flux function depends also spatially (see [59]). We also applied this

modification of Engquist-Osher scheme which allowed the comparison between the Roe

scheme and the Engquist-Osher scheme with upwind discretisation of the source terms.

The details on the particular schemes used are explained in Chapter 6.
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Chapter 6

Details of the Numerical Schemes

Used

In this Chapter we focus once again on the scalar case and discuss the application of the

modified Roe and Engquist-Osher upwind schemes studied in Chapters 4 and 5 to the

scalar nonlinear ODEs obtained, in Chapter 2, from reducing the steady Saint-Venant

equations and the steady Euler equations, which are of the form

d

dx
F (x,w) = D(x,w). (6.1)

The numerical schemes are based in the use of a conservative finite volume scheme to

approximate the flux terms combined with a pointwise and upwind discretisation of the

source terms. This discretisation leads to a nonlinear system of difference equations

which is solved by a time stepping iteration with a chosen initial approximation. As

we have seen in Chapter 3, this time stepping iteration can be seen as a pseudo time

discretisation of the associated unsteady scalar problem.

We focus also on the search for the discretisation of the source terms that may balance

the flux term discretisation for both water and gas flow applications (steady Saint-Venant

equations and steady Euler equations) described in Chapter 2.

In Section 6.1 we discuss the use of the pseudo time stepping iteration to solve the fi-

nite difference nonlinear systems. Then, in Section 6.2 we present the schemes studied in

this work, based on a direct approach (Section 6.2.1) and an indirect approach (Section

6.2.2). These two approaches correspond to a conservation law written in conservation

from with source terms included and a quasi-linear form. The ideas of achieving con-
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servation at a discrete level and of a well-balanced scheme are discussed in Section 6.3

and applied to the scalar equations obtained from reducing the Steady Saint-Venant

equations.

6.1 Time-stepping Iteration

We consider a uniform grid on a channel of length L > 0 (x ∈ [0, L]). We have xi = i∆x,

i = 0, 1, . . . , N with ∆x = L/N (N ∈ IN).

The numerical solution of (6.1) is sought by using a pseudo time stepping iteration to

solve the nonlinear system of difference equations arising from using a conservative finite

volume scheme to approximate the flux terms and a pointwise or upwind discretisation

of the source terms.

Hence, if Tj represents the finite difference operator approximating the differential

operator T given by

T w =
df(x,w)

dx
+D(x,w), (6.2)

where f = −F , the pseudo time stepping iteration has the form

wn+1
j − wn

j

∆t
+ Tjw

n = 0 n = 0, 1, ... . (6.3)

The superscript notation indicates the iteration and the subscript notation indicates

the grid point or the cell index, whichever is more convenient to use according to the

numerical scheme formulation.

The initial approximation w0 is taken to be the linear depth profile joining the values

of the boundary conditions (when provided) or/and the value of the critical function

(i.e., depth h in the water test problems) if a numerical boundary condition is needed

(as suggested in [59] for the Saint-Venant equations). A similar initial approximation

could be tried in the gas problem (with dependent variable the density ρ) even if it

remains to be proven that this is adequate in this case.

6.1.1 Convergence of the Time-stepping Iteration

As we have seen in Chapter 3 for prismatic channels we may consider the limit of the

steady viscosity problem , when ε = 0, and be only concerned with the limit as ∆x
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vanishes. That is, we can concentrate on the discrete problem given by

Tjw ≡ f∗(wj+1,wj)−f∗(wj ,wj−1)

∆x
+D(xj, wj) = 0

w0 = γ0, wN = γ1, (6.4)

with j = 1, . . . , N − 1.

In [59], MacDonald modifies the theory of Lorenz to consider only positive solutions

over a finite range (which one would like to be as small as possible since a CFL condition

holds for α ≤ w ≤ β, where α and β depedn on the boundary condions and on the

critical depth). He proves that under the conditions stated in Theorem 1 and under

some assumptions on the numerical flux (consistency, nonincreasing in the first variable

and nondecreasing on the second variable, Lipschitz continuous), the difference equations

have a unique solution in a finite range, which is bounded. Moreover, a piecewise constant

extension of the discrete solution given by W∆x = wn
j converges to W in L1 as ∆x→ 0,

where W ∈ NBV+[0, 1] is the limit solution of problem (3.16) as ε ↓ 0. Additionally,

under the same assumptions and assuming ∆t satisfies a certain form of CFL condition,

the mapping

G : [α, β] → IRN+1 (6.5)

given by

G(w) =



γ0

w1 − ∆tT1w
...

wj − ∆tTjw
...

wN1 − ∆tTN−1w

γ1



(6.6)

where ∆t > 0 and α and β are constant vectors, has only one fixed point w, which is a

solution of the difference equations (6.4).

The theory used by MacDonald enabled him to establish the allowed time steps (CFL

conditions) that are sufficient to guarantee convergence of the time stepping iteration

when using Engquist-Osher, Godunov and Lax-Friedrichs numerical fluxes. Hence, for

Engquist-Osher flux (which is differentiable) the CFL condition reduces to

∆t

(
|f ′(w)|

∆x
+Dw(xj, w)

)
≤ 1, 0 ≤ j ≤ N (6.7)
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for all w ∈ [α, β], where w is the depth h. For small ∆x and if the source term is not

dominant, we require
∆t

∆x
|f ′(w)| ≤ 1 (6.8)

at all times.

Therefore, using this CFL condition and the theory described, MacDonald obtains

efficient and robust algorithms for computing solutions of the steady flow problem. Nev-

ertheless, the theory does not hold for the Roe/FOU scheme or for nonprismatic channels.

Although it has not been proved that a similar CFL condition would hold for the case

where the flux function is of the form f(x,w), which arises in connection with variable

witdth/breadth channels, we also used it in the Engquist-Osher algorithms but with

necessary adaptations corresponding to each x-cross section (the soucer term was not

included).

Even if it may be difficult to build a theory such as the one developed by Mac-

Donald [59, 60] for prismatic channels, it may be possible to prove convergence of the

time stepping iteration through the contraction mapping theorem under slightly different

assumptions. Further study is needed here.

In the next Section we describe the numerical upwind methods used in the thesis and

discuss the use of other first-order variants.

6.2 Numerical Schemes and Source Terms Discreti-

sation

In a direct approach we consider conservative schemes with a numerical source (see

Chapter 5) that can be written in a flux-based form as

wn+1
j = wn

j − ∆t

∆x

(
f ∗

j+ 1
2
− f ∗

j− 1
2

)
− ∆t

∆x
D∗

j (6.9)

where f ∗
j+ 1

2

is a numerical flux function at interface j + 1
2

and D∗
j is an approximation

of the integral of the source term.

When using the Roe scheme it is sometimes convenient to write the numerical schemes

(5.20) and (5.19) in a fluctuation-signal formulation [76]. Both schemes, (5.20) and
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(5.19), can be written as

wn+1
j = wn

j − ∆t

∆x

(
∆f−

j+ 1
2

+ ∆f+
j− 1

2

)
− ∆t

∆x
D∗

j (6.10)

where j is a cell index.

When the flux function depends on both the conservative variable w and x, an indirect

approach is often used and can be looked at as coming from a nonconservative form of

the differential equations (in the absence of source terms). In the indirect approach we

seek to approximate the differential operator

T w =
∂f

∂w

dw

dx
+
∂f

∂x
+D(x,w), (6.11)

obtained from (6.2) by using the chain rule under smooth assumptions.

Taking these two approaches we study different schemes based on the Roe and

Engquist-Osher schemes with different types of discretisation of the source terms. We

describe some of those schemes in Sections 6.2.1 and 6.2.2. Furthermore, results con-

cerning the application of these schemes to the scalar equation obtained in Chapter 2 by

reducing the steady Saint-Venant equations are presented in Chapter 8.

6.2.1 Direct Approach

We are concerned with first order accurate approximations of (6.1) given by

Tjw =
f ∗

j+ 1
2

(xj+q, wj+1, wj) − f ∗
j− 1

2

(xj+q−1, wj, wj−1)

∆x
+ D̂j = 0, (6.12)

for any real q, where xj+q = (j + q)∆x and

f ∗(x,w,w) = f(x,w) = −F (x,w),

for all x and w. Possible choices of q are 0, 1 and 1/2. Also, we used the notation

D̂j =
D∗

j

∆x
.

Hence, we call Scheme 1 the scheme obtained from using algorithm (6.9) with the

Engquist-Osher numerical flux given by (4.93)-(4.95) and a pointwise discretisation of

the source terms

D̂j = D(xj, wj). (6.13)
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Therefore, Scheme 1 with a pointwise discretisation of the source term function D can

be written as

wn+1
j = wn

j − ∆t

∆x

(
f ∗

j+ 1
2
− f ∗

j− 1
2

)
− ∆tD(xj, wj) (6.14)

with numerical flux function

f ∗
j+ 1

2
(xj+q, wj+1, wj) = f−(xj+q, wj+1) + f+(xj+q, wj) + f(xj+q, c) (6.15)

where the functions f± are given by

f−(x,w) =
∫ w

c
min

θ
{fθ(x, θ), 0}dθ (6.16)

f+(x,w) =
∫ w

c
max

θ
{fθ(x, θ), 0}dθ (6.17)

and c is arbitrary (f is concave).

The algorithm of Scheme 1 was implemented with the help of the numerical flux

function. In order to update the boundary conditions artificially imposed, we extended

the Engquist-Osher scheme to those boundaries by taking the wind direction from the

leftmost or the rightmost interior cell in a way similar to the way Roe’s scheme operates.

Thus, the left (artificial) boundary value can be updated by considering w−1 = w0 in the

numerical flux function f ∗
− 1

2

so that we have

f ∗
− 1

2
= f ∗(x0, w0, w0). (6.18)

Similarly, an artificial right-boundary value, can be updated by computing the Engquist-

Osher numerical flux f ∗
N+ 1

2

with hN+1 = hN so that we have

f ∗
N+ 1

2
= f ∗(xN , wN , wN). (6.19)

Another scheme, Scheme 2 is obtained by using equation (6.9) with a Roe numerical

flux given by equations (4.87)-(4.88) where the spatially dependence of the flux function

is taken into consideration by adding a discretisation of the partial derivative in order to

x to the numerical flux function. It is also possible to write the scheme in a fluctuation-

signal formulation of the form (6.10). If a pointwise discretisation of the source term

function D is considered, we have

wn+1
j = wn

j − ∆t

∆x

(
∆f−

j+ 1
2

+ ∆f+
j− 1

2

)
− ∆tD(xj, wj) (6.20)
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where

∆f−
j− 1

2

= λ̃−
j− 1

2

∆wj− 1
2

+
1

2

(
1 − sgn(λ̃j− 1

2

)
Ṽj− 1

2
(6.21)

∆f+
j− 1

2

= λ̃+
j− 1

2

∆wj− 1
2

+
1

2

(
1 + sgn(λ̃j− 1

2

)
Ṽj− 1

2
(6.22)

where ∆wj− 1
2

= wj − wj−1 and λ± = 1
2
(λ± |λ|).

An alternative pointwise discretisation of D is to take an average of D on the jth cell

of the form

Dj− 1
2

=
D(xj−1, wj−1) +D(xj, wj)

2
(6.23)

(or even the value of the function D computed at averaged points). Thus, scheme (6.20)

can be rewritten as

wn+1
j = wn

j − ∆t

∆x

(
∆f−

j+ 1
2

+ ∆f+
j− 1

2

)
− 1

2
∆t

(
Dj+ 1

2
+Dj− 1

2

)
. (6.24)

If a upwind discretisation of the source function D is considered, scheme 2 can be

written as equation (6.20) except that the source term function discretisation D(xj, wj)

is of the form

D̂j =
1

2
(1 − sgn(λj+ 1

2
))D̃j+ 1

2
+

1

2
(1 + sgn(λj− 1

2
))D̃j− 1

2
. (6.25)

However, the choice of D̃j± 1
2

remains open. Often a cell average of the form (6.23) is

taken but other choices are possible.

The discretisation of the terms Ṽj± 1
2

corresponding to the partial derivative of the

flux function in order to x with w constant, was considered in the form

V̂j+ 1
2

= f(xj+1, wj+k) − f(xj, wj+k) (6.26)

where wj+k represents a value of w in the jth cell. If k is not an integer (k �= 0, 1) an

average can be taken.

If we do not think about splitting ∆F with the help of a Roe-type linearisation, we

can still think about creating other FOU schemes that approximate the total derivative

as a difference with both a variation on x and a variation on w. We considered a scheme,

Scheme 2* with numerical flux given by

f ∗
j+ 1

2
(xj+q, wj+1, wj) =

1

2

[
f(xj+q, wj) + f(xj+q, wj+1) − |λj+ 1

2
| (wj+1 − wj)

]
(6.27)
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where λj+ 1
2

is given by equation (4.88) (the same λ as in scheme 2). Similarly to scheme

2, a pointwise and a upwind discretisation of the source function D can be considered

(see (6.13) and (6.25)).

If there is a unique critical function (depth hc(x) or density ρc(x)) at each channel

cross section and in the Saint-Venant problem, if the width does not approach zero as

the depth becomes large, the schemes 1 and 2* verify the properties (4.100). It can

be shown that in a region where the flow is subcritical, i.e. wj−1, wj > wc(xj+q−1) and

wj, wj+1 > wc(xj+q) (with wc is the critical function), scheme 1 (Engquist-Osher) and

scheme 2*(FOU) reduce to

f(xj+q, wj+1) − f(xj+q−1, wj)

∆x
+D(xj, wj) = 0 (6.28)

with truncation error given by

T.E. =
∆x

2

(
w′′fw + (w′)2fww + 2qw′fwx + (2q − 1)fxx

)
+ O(∆x2) (6.29)

=
∆x

2

d

dx
(−D + 2(q − 1)fx) + O(∆x2).

In a region of the solution where the flow is supercritical, i.e. wj−1, wj < wc(xj+q−1)

and wj, wj+1 < wc(xj+q), the scheme 1(Engquist-Osher) and scheme 2*(FOU) reduce to

f(xj+q, wj) − f(xj+q−1, wj−1)

∆x
+D(xj, wj) = 0 (6.30)

and the truncation error is given by

T.E. =
∆x

2

(
−w′′fw − (w′)2fww + 2(q − 1)w′fwx + (2q − 1)fxx

)
+ O(∆x2)(6.31)

=
∆x

2

d

dx
(D + 2qfx) + O(∆x2).

From the truncation error formulas we see that the error is O(∆x) for all values of q.

An upwind dsicretisation of the source function D was also tried for Engquist-Osher

scheme 1. A possible approach of upwinding the source function D similarly to Roe’s

scheme is not what is sought in the case of scheme 1. We would like to build a switch

function that can be included in the Engquist-Osher flux function and that provides the

switch to upwind the source term. We looked at the work of MacDonald [59] and Lorenz

[54] concerning upwind discretisation of the source terms when using the Engquist-Osher

scheme.
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In [54], Lorenz shows how to construct an upwind discretisation of the source terms

using a smooth function. MacDonald [59] extends Lorenz’s ideas to a x-dependent flux

function by using similar expressions but with the derivative of the flux function substi-

tuted by a partial derivative in order to w. The partial derivatives have to be computed

at an x value that may or may not correspond to a grid point. In [59], MacDonald uses

the grid point corresponding to the value of w computed, but the results obtained were

not as accurate as one should expect at first. The second-order accuracy attained by

Lorenz is not obtained in all types of flow. Further study is needed in ways of upwinding

the source terms in this case. Nevertheless, we describe the modification discussed by

MacDonald [59].

The upwind discretisation of the source terms when using the Engquist-Osher scheme

in the case of a flux function of the form f(x,w) (see equation 6.9) is given by

D∗
j = ∆x

(
χ−

j Dj−1 + χ0
jDj + χ+

j Dj+1

)
(6.32)

where Dj = D(xj, wj) and

χ−
j = χ

(
αfw(x,wj−1)√

∆x

)
(6.33)

χ+
j = χ

(
−αfw(x,wj+1)√

∆x

)
(6.34)

χ0
j = 1 − χ−

j+1 − χ+
j−1, (6.35)

α ≥ 0 is a parameter and χ is a smooth arbitrary increasing function connecting the

values of 0 and 1
2

given by

χ(y) =



0 y < 0

y2 0 ≤ y ≤ 1
2

1
2
− (1 − y)2 1

2
≤ y ≤ 1

1
2

y > 1

. (6.36)

The selection of α = 0 corresponds to a pointwise discretisation of the source term.

Since we chose to discretise x in the same form as in the numerical flux, we are able

to rewrite the Engquist-Osher flux in a new form,

f ∗new
j− 1

2
(xj+q−1, wj, wj−1) = f ∗

j− 1
2

+ ∆x
[
χ+

j−1D(xj, wj) − χ−
j D(xj−1, wj−1)

]
. (6.37)

98



Therefore this new scheme can be written with the help of the original Engquist-Osher

flux as

wn+1
j = wn

j − ∆t

∆x

(
f ∗

j+ 1
2
− f ∗

j− 1
2

)
− ∆t

(
χ−

j Dj−1 + χ0
jDj + χ+

j Dj+1

)
(6.38)

or, with the help of the new form (6.37), as

wn+1
j = wn

j − ∆t

∆x

[
f ∗

j+ 1
2
(xj+q, wj+1, wj) − f ∗

j− 1
2
(xj+q−1, wj, wj−1)

]
− ∆tD(xj, wj) (6.39)

The parameter α > 0 controls the rate at which the source terms switch between

subcritical and supercritical flow across a transition. The higher the value of α, the

greater the speed the switching occurs. (If α = 0 we have a pointwise discretisation of

the source terms.)

In a region of the solution where the flow is subcritical, the scheme reduces to

f(xj+q, wj+1) − f(xj+q−1, wj)

∆x
+
D(xj, wj) +D(xj+1, wj+1)

2
= 0 (6.40)

and in a region where the flow is supercritical, it reduces to

f(xj+q, wj) − f(xj+q−1, wj−1)

∆x
+
D(xj, wj) +D(xj−1, wj−1)

2
= 0. (6.41)

The truncation error of both schemes, (6.40) and (6.41) can be obtained by adding,

respectively,

D(xj, wj) +D(xj+1, wj+1)

2
−D(xj, wj) =

∆x

2
(Dx + w′Dw) + O(∆x2)

and
D(xj, wj) +D(xj−1, wj−1)

2
−D(xj, wj) = −∆x

2
(Dx + w′Dw) + O(∆x2)

to the truncation error formulas (6.29) and (6.31). The resulting truncation errors for

regions of subcritical and supercritical flow, which are given, respectively, by

T.E. = 2(q − 1)∆x
d

dx
fx + O(∆x2) (6.42)

and

T.E. = 2q∆x
d

dx
fx + O(∆x2), (6.43)

show that a choice of q = 1 for subcritical flow and that of q = 0 for supercritical flow

lead to second order accurate schemes. This suggests the introduction of a switch in
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the values of q depending on the type of flow. To guarantee conservation the switch of

the parameter q has to be achieved so that a discrete telescopic property is verified (see

Section 4.3).

6.2.2 Indirect Approach

In an indirect approach we seek approximations of the differential operator (6.11). (Note

that in this case, the finite volume discretisation reflects a variation only on the the

dependent variable w since all flux terms are computed at a fixed x.)

We consider a numerical scheme (Scheme 3) based in the Engquist-Osher numerical

flux (4.67)-(4.69) and given by

f ∗(xj+q, wj+1, wj) − f ∗(xj+q, wj, wj−1)

∆x
+ D̂j + V̂j = 0. (6.44)

In a pointwise approach, we chose to discretise D̂j in the form (6.13) and V̂j as a

centred (half-point) approximation of the partial derivative ∂f
∂x

, i.e.

V̂j =
f(xj+ 1

2
, wj+k) − f(xj− 1

2
, wj+k)

∆x
. (6.45)

The choice of k is related to the cell and if k is not an integer, and an average of

neighbouring values can be taken for wj+k. In most of the results shown related to this

scheme, q = 0 and k = 0. Another centred first-order approximation of the partial

derivative ∂f
∂x

based in grid points xi+1 and xi−1 can also be applied.

In a upwind approach we have already a way of upwinding the source D which was

introduced by Lorenz [55, 56] and is described in Section 6.2.1. The upwinding is done

with the help of a smooth function which allows the switch. In order to have a discreti-

sation of the V̂ term similar to the flux term discretisation, a one-sided discretisation of

the derivative V̂ (only variation on x, w fixed) is considered. The switch yielding the

one-sided approximation to be caken is associated with the sign of the partial derivative

∂f
∂w

. For example, for subcritical flow we would like to have

f(xj+q, wj+1) − f(xj+q, wj)

∆x
+
f(xj+1, wk) − f(xj, wk)

∆x
+
Dj +Dj+1

2
= 0, (6.46)

whereas for supercritical flow we would like to have

f(xj+q, wj) − f(xj+q, wj−1)

∆x
+
f(xj, wk) − f(xj−1, wk)

∆x
+
Dj +Dj−1

2
= 0, (6.47)
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It is possible to discretise the derivative source term V̂ in a upwind manner of the

form

V̂j =
1

∆x

[(
1 − ψ+

j

)
Vj− 1

2
+

(
1 − ψ−

j

)
Vj+ 1

2

]
(6.48)

where

Vj− 1
2

=
f(xj, w) − f(xj−1, w)

∆x
(6.49)

and

Vj+ 1
2

=
f(xj+1, w) − f(xj, w)

∆x
, (6.50)

with

ψ−
j = ψ

(
βfw(xj−1, w)√

∆x

)
(6.51)

ψ+
j = ψ

(
−βfw(xj+1, w)√

∆x

)
. (6.52)

The w is fixed, β ≥ 0 is a parameter and ψ is a smooth arbitrary increasing function

connecting the values of 0 and 1 given by

ψ(t) =



0 t ≥ 0

t2 + 1
2
t 0 ≤ t ≤ 1

2

−t2 + 5
2
t− 1

2
1
2
≤ t ≤ 1

1 t ≥ 1

. (6.53)

Other choices of the function ψ are possible. The selection of β = 0 corresponds to a

centred discretisation of the source term with the exception of a coefficient 2 that should

be introduced in the denominator. Thus, possibly, this choice of the ψ function can be

improved in order to have a centred discretisation on the derivative term when β = 0.

Therefore, a modification of the Engquist-Osher is built which can be written in the

form

f∗(xj+q, wj+1, wj) − f ∗(xj+q, wj, wj−1)

∆x
+

1

∆x

[(
1 − ψ+

j

)
Vj− 1

2
+

(
1 − ψ−

j

)
Vj+ 1

2

]
+ χ−

j Dj−1 + χ0
jD

and pseudo-time iterated.

The algorithm corresponding to scheme 3 was implemented through the numerical

flux function and an update of artificial boundary values was done similarly to scheme

1 (direct approach), that is, by using special flux function extensions (6.18) and (6.19).
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The truncation error of the pointwise source discretisation scheme in regions of sub-

critical flow and supercritical flow is given by, respectively,

T.E. =
∆x

2

(
w′′fw + (w′)2fww + 2(q + k)w′fwx

)
+ O(∆x2) (6.55)

=
∆x

2

[
d

dx
(−D + (2(q + k) − 3)fx) + 2(q + k − 1)fxx

]
+ O(∆x2)

and

T.E. =
∆x

2

(
−w′′fw − (w′)2fww − (q + k)w′fwx

)
+ O(∆x2) (6.56)

=
∆x

2

[
d

dx
(D + (2 − q − k)fx) + (q + k − 1)fxx

]
+ O(∆x2).

A choice of k and p such that k+p = 1 eliminates the term with fxx in both truncation

error equations, (6.55) and (6.56). Nevertheless, we considered q = 0 and k = 0 which

corresponds to the chosen grid point xj and the corresponding value of the approximate

solution, wj.

We also considered an upwind scheme based on the Roe scheme (indirect approach),

Scheme 4. The scheme can be written in the form

1

∆x

(
∆f−

j+ 1
2

+ ∆f+
j− 1

2

)
+ V̂j + D̂j = 0 (6.57)

with

∆f±
j+ 1

2

= λ±
j+ 1

2

∆wj+ 1
2
, (6.58)

or in the form

λ−
j+ 1

2

wj − wj−1

∆x
+ λ+

j− 1
2

wj+1 − wj

∆x
+ V̂j + D̂j = 0 (6.59)

where

λj+ 1
2

=


f(xj+q,wj+1)−f(xj+q,wj)

wj+1−wj
wj+1 �= wj

fw(xj+q, wj) wj+1 = wj

(6.60)

and λ± = 1
2
(λ± |λ|).

The pointwise discretisation of the flux terms considered corresponds to take an

approximation for the V term in form (6.45) and an approximation of the source term

D like the one in (6.23). A upwind discretisation of both source terms, V̂j and D̂j,

was also tried with the upwind direction of the source terms taken from the one of the

corresponding flux. Hence an upwind discretisation of the source terms yields

V̂j =
1

2
(1 − sgn(λj+ 1

2
))V̂j+ 1

2
+

1

2
(1 + sgn(λj− 1

2
))V̂j− 1

2
(6.61)

D̂j =
1

2
(1 − sgn(λj+ 1

2
))D̂j+ 1

2
+

1

2
(1 + sgn(λj− 1

2
))D̂j− 1

2
(6.62)
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with

V̂j+ 1
2

=
f(xj+1, wj+k) − f(xj, wj+k)

∆x
(6.63)

D̂j+ 1
2

=
D(xj, wj) +D(xj+1, wj+1)

2
. (6.64)

and λj+ 1
2

given by equation (6.60).

The truncation error in this case is

T.E. = ∆x(p+ k − 1)w′fwx + O(∆x2) (6.65)

in a region where the flow is subcritical and

T.E. = ∆x(p+ k + 1)w′fwx + O(∆x2) (6.66)

in a region where the flow is supercritical. A choice of q = 0 and k = 1 or vice-versa,

when the flow is subcritical and a choice of q = −1 and k = 0 (or vice-versa), renders

the scheme second order accurate (in regions where the solution is smooth).

6.3 Well-balanced schemes

The work of several authors [3, 99, 20, 19, 5, 42] suggests that a more careful discretisation

of the source terms may improve the accuracy of the schemes. If a balance between

the source terms discretisation and the flux terms discretisation is achieved, i.e. if a

reproduction at a discrete level of the continuous problem equation is achieved this may

improve the accuracy of the schemes ([3, 99, 42]).

In [42], Hubbard and Garcia-Navarro describe how to balance the source terms and

the flux terms discretisation when using the Roe scheme. They proceed to apply these

ideas to the Saint-Venant equations. We discuss how to apply these ideas to the reduced

steady singular differential equations.

In fact, when using the Roe scheme to approximate a conservation law with a flux

function f depending on both w and x, we have

∆fj+ 1
2

=
˜(
∂f

∂w

)
j+ 1

2

∆wj+ 1
2

+
˜(
∂f

∂x

)
j+ 1

2

∆xj+ 1
2

(6.67)

where “∼” represents an averaged quantity.
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Using the notations

λ̃j+ 1
2

=
˜(
∂f

∂w

)
j+ 1

2

(6.68)

for the advection velocity and

Ṽj+ 1
2

=
˜(
∂f

∂x

)
j+ 1

2

∆xj+ 1
2
, (6.69)

for the extra term due to spatial variation of the flux function, equation (6.67) can be

written as

∆fj+ 1
2

= λ̃j+ 1
2
∆wj+ 1

2
+ Ṽj+ 1

2
. (6.70)

An upwind scheme is constructed by setting

∆f±
j+ 1

2

= λ̃±
j+ 1

2

∆wj+ 1
2

+
1

2

(
1 ± sgn(λ̃j+ 1

2
)
)
Ṽj+ 1

2
(6.71)

where λ̃± = 1
2
(λ̃± |λ̃|). The discretisation of D∗

j is sought by requiring that the balance

existent at steady state, i.e. d
dx
f(x,w) = −D, is maintained at a discrete level. Hence,

we would like to have

−D∗
j = ∆f+

j− 1
2

+ ∆f−
j+ 1

2

(6.72)

and this can be achieved if we consider

D∗
j = ∆x(D̃+

j− 1
2

+ D̃−
j+ 1

2

), (6.73)

with

D̃±
j± 1

2

=
1

2

(
1 ∓ sgn(λ̃j± 1

2
)
)
D̃j± 1

2
. (6.74)

The resulting scheme can be written in a flux-based finite volume form with a nu-

merical flux that includes the term Ṽ and also in the fluctuation signal formulation

as

wn+1
j = wn

j − ∆t

∆x
(∆f−

j+ 1
2

+ ∆f+
j− 1

2

) − ∆t

∆x
D∗

j . (6.75)

There are two ideas to bear in mind. Firstly, the idea of having some sort of con-

servation, at least at a discrete level. Secondly, the idea of achieving a well-balanced

scheme. The first idea leads, in the case of the Roe scheme, for example, to

(∆f)j+ 1
2

=
(
λ̃∆w + Ṽ

)
j+ 1

2

. (6.76)

The second idea is that of having f(x,w)x = −D at a discrete level, which corresponds

in the case of Roe’s scheme, to equation (6.72). This approach is the one taken in
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[42] when using the Roe scheme to solve the (unsteady) Saint-Venant equations. A

different approach, yielding the same concepts is given in [5]. There, Burguete and

Garcia-Navarro discuss the idea of discrete conservation coming from both what we call

a direct (conservation law with source terms) and an indirect approach (quasi-linear

form). When starting from a system of conservation laws in a quasi-linear form, we

should have (
D − ∆F

∆x

)
j+ 1

2

=
(
D̄ − λ̃∆w

)
j+ 1

2

. (6.77)

where D̄ = D − Ṽ
∆x

. Both the left-hand side and right-hand side of equation (6.76) lead

to the concept of a balanced scheme, i.e. discretising flux and source terms in a similar

way. Hence, when using upwind schemes, the source terms should be upwind discretised

and the wind direction may be taken from the corresponding flux.

We would like to apply the ideas of preserving discrete conservation and that of a

balanced discretisation of the source and flux terms to the scalar reduced steady Saint-

Venant equation (2.25) introduced in Chapter 2 when using scheme (6.75).

Inspired by Burguete and Garcia-Navarro [5], the discrete conservation of the quasi-

linear form of the equations is achieved if equation (6.76) is verified.

For the reduced Saint-Venant equation (2.25), f = −F is obtained through equation

(2.26) and D is given by equation (2.27). Furthermore, the partial derivatives of F in

order to x and h can be written as

λ =
∂F

∂h
=

(
g
A

b
− Q2

A2

)
b = (c2 − u2)b (6.78)

∂F

∂x
= −Q

2

A2

∂A

∂x
+ g

∂I1
∂x

. (6.79)

Since ∂I1
∂x

= I2 and
dA

dx
=
∂A

∂x
+
∂A

∂h

dh

dx
,

the partial derivatives in equation (6.79) can be avoided yielding

∂F

∂x
= −Q

2

A2

(
∂A

∂x
− b

dh

dx

)
+ gI2.

Therefore using equation (6.77) we have[
gI2 + gA(S0 − Sf ) −

∆

∆x

(
Q2

A2
+ gI1

)]
j+ 1

2

=

=

[
gA(S0 − Sf ) −

Q2

A2
b
∆h

∆x
+
Q2

A2

∆A

∆x
−

(
g
A

b
− Q2

A2

)
b
∆h

∆x

]
j+ 1

2

(6.80)
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where we have considered that(
dh

dx

)
j+ 1

2

≈
(

∆h

∆x

)
j+ 1

2(
dA

dx

)
j+ 1

2

≈
(

∆A

∆x

)
j+ 1

2

.

Additionally, since dI1
dx

= I2 + Adh
dx

, we consider

(I2)j+ 1
2
≈

(
∆I1
∆x

− A
∆h

∆x

)
j+ 1

2

,

yielding[
− ∆

∆x

(
Q2

A

)
− gA

∆h

∆x

]
j+ 1

2

=

[
−Q

2

A2
b
∆h

∆x
+
Q2

A2

∆A

∆x
− (c2 − u2)b

∆h

∆x

]
j+ 1

2

. (6.81)

Equation (6.81) is satisfied by the averages given by

cj+ 1
2

=

√√√√gAj+ 1
2

bj+ 1
2

, uj+ 1
2

=
Q√

AiAi+1

. (6.82)

The former average is similar to the one obtained in [5] for the full equations and the

latter is a particular case obtained when Q is constant.

The choice of other discrete averages such as Aj+ 1
2
, (S0)j+ 1

2
and (Sf )j+ 1

2
is open.

Nevertheless, keeping in mind that the flux terms discretisation and the source terms

discretisation should balance, possible averaging values arise.

Hence, aiming to achieve this balance, we look at

(
λ̃∆h+ Ṽ

)
= ∆xD̃j+ 1

2
. (6.83)

Considering the average values (6.82) and the definitions of λ̃ (6.68) and Ṽ (6.69), the

computation of

λ̃j+ 1
2

=

(
−Q

2

Ã2
+ gh̄

)
j+ 1

2

b̄j+ 1
2

(6.84)

and

Ṽj+ 1
2

=

(
−Q

2

Ã2
h̄+

1

2
gh̃2

)
j+ 1

2

∆b (6.85)

can be carried out by choosing the following averages

Ãj+ 1
2

=
√
AjAj+1, b̄j+ 1

2
=
bj + bj+1

2
,

h̃2
j+ 1

2
=
h2

j + h2
j+1

2
, h̄j+ 1

2
=
hj + hj+1

2
. (6.86)
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The source functionD(x, h) for a nonprismatic channel with rectangular cross-section,

is given by

D(x, h) = I2 + gbh(S0 − Sf ) =
1

2
gh2b′(x) + gbhS0 − g

Q2n

b(x)h

(
b+ 2h

bh

) 4
3

. (6.87)

In order to study a possible balanced discretisation of (6.87) similar to the flux terms

discretisation, a zero velocity steady state is assumed (“water at rest”) with bed level

and width variations (i.e u = Q = 0, h, zb and b not constant and h+ zb = constant).

Considering a discrete approximation of (6.87) of the form

∆xD̃j+ 1
2

=
[(

1

2
gh̃2∆b+ gb̄h̄(S̃0 − S̃f )

)
∆x

]
j+ 1

2

, (6.88)

equilibrium can be reached if there is no friction term (Sf = 0) and we take the averages

(6.86) and S̃0∆x = ∆h = hj+1 − hj.

When including the friction term, the (discrete) balance can not be achieved and the

scheme will satisfy a “approximate C-property” instead of an “ exact C-property” (see

[3]). Possible choices of S̃f are simply an arithmetic average or one (bearing in mind

other chosen averages) of the form

(S̃f )j+ 1
2

=

−gb̄h̄Q2n2

Ã2

(
b̄+ 2h̄

b̄h̄

) 4
3


j+ 1

2

. (6.89)

This scheme was not fully implemented.
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Chapter 7

Description of the Test Problems

The test problems studied were taken from MacDonald’s [59] (Saint-Venant equa-

tions) and Wixcey’s [103] (Euler equations) Ph.D. theses.

In [61], MacDonald et al. introduced a technique for constructing test problems for

the steady Saint-Venant (with friction term included) with known analytical solutions

including solutions with hydraulic jumps. The test problems were created using an

“inverse” approach where the bed slope analytical expression is determined from a desired

water depth and specified flow rate. This technique was also employed in later work

(see [60, 59, 63, 64]). Although the method described does not provide an analytical

expression for the bed level (the integral of the bed slope) it is possible to use numerical

methods to obtain this value (see [62]). In this thesis the test problems regarding the

Saint-Venant equations were taken from the nonprismatic channel test problems in [59].

The test problems for the Euler equations, a diverging section duct and a nozzle,

were taken from [103]. Not all types of flow are analyzed in this thesis. Those we choose

to study are presented in Section 7.2.

In the next sections, Sections 7.1 and 7.2, we describe in more detail the test problems

studied.
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7.1 Test Problems for the Steady Saint-Venant Equa-

tions

The test problems were chosen from those presented in [59] such that different types

of flow (hydraulic jumps inclusive) are illustrated. These test problems are constructed

in such a way that an analytical solution for the full steady Saint-Venant equations is

known. The principle is that if a particular depth profile h is known, it is possible to

compute (analytically) the bed slope S0 that makes this profile an actual solution of the

steady equation (see [59] for more details).

The four test problems chosen illustrate different flow features and correspond to the

flux of a flow in an open channel of rectangular cross-section and with variable breadth

function given by

b(x) = 10 − 5 exp

{
−10

(
x

200
− 1

2

)2
}
. (7.1)
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Figure 7.1: Graph of the horizontal cross-section of the channel

Manning’s friction law was used with coefficient n = 0.03. The details of the test

problems are given in Tables 7.1 and 7.2.

The test problems were chosen from those given in [59] by MacDonald (test problems

9-12 in Appendix B) and correspond to different types of flow. The boundary conditions

needed (see section 2.2.5) are given in table 7.2. Other boundary conditions (if needed)

are taken as the values of the critical depth function hc at the corresponding endpoints,

as suggested by MacDonald [59].

The depth profile in test problem 1 is subcritical whereas in test problem 2 it is

entirely supercritical. In test problem 3 the flow is subcritical until approximately one
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Prob. Type of flow Analytical depth profile ĥ

1 Subcritical ĥ(x) = 0.9 + 0.3 exp
(
−20

(
x

200
− 1

2

)2
)

2 Supercritical ĥ(x) = 0.5 + 0.5 exp
(
−20

(
x

200
− 1

2

)2
)

3 Smooth Trans. ĥ(x) = 1.0 − 0.3 tanh
(
4
(

x
200

− 1
3

))

4 Hydraulic Jump ĥ(x) =

 0.7 + 0.3 exp
(

x
200

− 1
)

x ≤ 120

exp(−0.1(x− 120))
∑2

i=0 ki

(
x−120

200−120

)i
+ φ(x) x > 120

where k0 = −.274406, k1 = −.948343, k2 = 4.89461

and φ(x) = 1.5 exp
(
0.1

(
x

200
− 1

))
Table 7.1: Test problem details: type of flow and analytical solution

Prob. L/m Q/(m3s−1) hin/m hout/m

1 200 20 0.902021

2 200 20 0.503369

3 200 20

4 200 20 0.7 1.49924

Table 7.2: Test problem details: length of channel, discharge and boundary conditions
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third of the length of the channel and then changes smoothly to supercritical. In test

problem 4, a hydraulic jump occurs at x = 120m and the depth profile jumps there from

supercritical to subcritical.

7.2 Test problems for the Steady Euler Equations

In this section we describe some test problems for compressible flow in ducts with

axi-symmetric geometries governed by the steady Euler equations (2.98-(2.100). The

test problems studied are a diverging cone and a de Laval nozzle, i.e. a combination of a

converging cone followed by a diverging cone connected through a location of minimum

area called the nozzle throat. Nozzles are important for example, in the design of turbines

and wind tunnels, since the gases passing through them increase velocity.

The flow is assumed to be isentropic on each streamline except when a normal shock

happens (in a diverging section) but assumed isentropic before and after the shock. On

each streamline where the flow is assumed to be isentropic we give analytical expressions

depending on the speed u and on the total specific enthalpy H and entropy function K

(H and K constants). These analytical expressions allows the drawing of graphs through

the parametrization of the speed u whose limits are known (see (2.104)).

In Section 7.2.1 it is shown how to obtain expressions for some of the flow variables,

depending on H, K and u and the particular values used for H and K are introduced. It

is also shown how to obtain graphs of the flow variables as functions of u and the graphs

of other relations between the flow variables by using u as an intermediary parameter.

Then, in Section 7.2.2 we describe the test problems for isentropic flow in a nozzle. The

particular boundary values yielding the different types of flow studied are given in each

respective section.

7.2.1 The Analytical Expressions of the Flow Variables and

Some Graphs

In Section 2.3.4 we used the fact that the quasi one-dimensional flow of a gas in

a pipe when assumed to be isentropic in the whole domain is represented by a single

streamline. Furthermore, we have seen that some quantities are constant for steady
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smooth flow, namely the entropy function K and that others like the enthalpy H and

mass flow m are constant for either smooth or discontinuous flow. Other quantities

remain constant only across shocks, like Q and the flow stress P which is defined by

P = p+ ρu2. (7.2)

Note that although the entropy function K is not constant across a shock (the flow is

not isentropic there), it is constant before and after the shock.

The values of H and K are prescribed in the test problems. In particular, if there is

a jump both the values of K before and after the jump will be given.

It is possible to obtain ρ as a function of H, K and u by using equation (2.89) yielding

ρ(H,K, u) = K
1

1−γ

(
γ − 1

γ

(
H − u2

2

)) 1
γ−1

. (7.3)

Combining equations (2.66) and (7.3) we obtain an expression for p, i.e.

p(H,K, u) = K
1

1−γ

(
γ − 1

γ

(
H − u2

2

)) γ
γ−1

. (7.4)

Also, by using (7.4) and (7.3) in (2.54) and solving the resulting equation in order to

get T we obtain

T (H, u) =
γ − 1

γR

(
H − u2

2

)
. (7.5)

From (2.87) and (7.2) by using equations (7.4) and (7.3) we obtain, respectively,

Q(H,K, u) = K
1

1−γ u

(
γ − 1

γ

(
H − u2

2

)) 1
γ−1

. (7.6)

and

P (H,K, u) = K
1

1−γ

[
γ − 1

γ

(
H − u2

2

)
+ u2

] [
γ − 1

γ

(
H − u2

2

)] 1
γ−1

. (7.7)

In order for the expressions (7.3)-(7.7) to define real quantities the velocity on the

streamline must satisfy u ≤ (2H)1/2 = umax.

Using the value of the critical speed (defined in Section 2.3.4 and automatically

defined if we prescribe γ and H) it is possible to obtain the critical values of other flow

variables simply by taking u = C∗ in equations (7.3)-(7.7). These critical values are

denoted p∗, T∗, ρ∗, Q∗ and P∗, respectively.

We choose for the case of isentropic flow the same (approximate) values for H and

K as given in [82] (p. 364) and [103]. Hence a representative streamline for which
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the magnitude of the entropy function (constant) is specified as the one at standard

temperature (273K) and standard pressure (1.01 × 105Nm−2 ), namely

K = 7.08 × 104 (7.8)

and the total enthalpy value as that at standard temperature and zero fluid speed, i.e.

H = 2.74 × 105. (7.9)

These values of H and K yield the maximum speed

umax = 740.3 (7.10)

and the critical speed

c∗ = 302.5 (7.11)

(these were the approximate values taken in [103] and are the ones taken here unless

otherwise stated).

As explained before it is now possible to obtain the critical values for the flow variables

by substituting u = C∗ into equations (7.3)-(7.7). Hence we obtain

p∗ = 53100.1370 (7.12)

T∗ = 227.2659 (7.13)

ρ∗ = 0.8143 (7.14)

Q∗ = 246.3112 (7.15)

P∗ = 127609.2860 (7.16)

(the last value is slightly different from the one presented in [103]).

For smooth flow it is possible to draw graphs of the flow variables p, T , ρ, Q and P

versus u by taking a parametrization of u knowing that 0 ≤ u ≤ umax. For example

uj = j ∗ umax/N j = 1, 2, . . . , N. (7.17)

This form of building the graphs can also be found in [83] and will be used in Section

7.2.2.

Other graphs can be drawn between the flow variables, e.g. a graph of p against

Q, but in this case a parametrization for the speed u like (7.17) has to be used as an
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auxiliary step. For this set of values of u we obtain the corresponding set of values of p

and Q given by (7.4) and (7.6) and plot them, one versus the other.

If there is a (stationary) normal shock Q, P and H are conserved across the shock

but K will increase in magnitude. In [103], Wixcey shows how, knowing the values of K

before and after the shock, it is possible to obtain graphically values of the flow variables

Q and P at the shock and the jumps in the remaining variables ρ, u and T . This is

based in the work of Sewell [81].

7.2.2 The Gas Flow Test Problems

The first test problem we present is of gas flow in a de Laval nozzle and was considered

in [103]. A diverging duct problem can be considered by studying the diverging section

of the nozzle. This is a particular test problem where the duct is not smooth at the

throat. Other test problems may be chosen which do not have this trait.

The de Laval Nozzle considered, is defined by the cross-section area function

A(x) =

 1.1 − 0.125x 0.0 ≤ x ≤ 0.8

2.6
3.0

+ x
6

0.8 ≤ x ≤ 2.0
(7.18)

where 0.0 ≤ x ≤ 2.0, the inlet occurring at x = 0, the outlet at x = 2.0 and the throat

happening at x = 0.8 (see Fig. 7.2).

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
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throat

nozzle axis

Figure 7.2: Graph of the de Laval nozzle

From the definition of A(x) it is to see that

Ain = 1.1

At = 1.0
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Aout = 1.2 (7.19)

If the mass flow at inlet, Qin, is prescribed (under certain restrictions to prevent

choked flow) then the magnitude of the mass flow at outlet, Qout, can also be computed

since m = AQ is constant and we have

Qout =
Qin ∗ Ain

Aout

. (7.20)

Another way of thinking is to give the value of m. In fact, for steady flow we have

AoutQout = Qin ∗ Ain = At ∗Qt = m. (7.21)

Hence, knowing the shape of the nozzle (i.e. A(x)) it is easy to compute Qin, Qout and

Qt.

Furthermore since m = AQ is constant (see equation(2.86)), we see that if Q has

a maximum, Q∗, there exists a corresponding cross-section area A∗ through which the

flow may take place. This can only happen (if it happens) at the outlet of a convergent

nozzle (place of minimum area) and that place corresponds to the throat of the de Laval

nozzle (A∗ = At).(A de Laval nozzle can be thought of as a convergent cone connected

to a diverging cone through a throat.) Otherwise, a flow cannot theoretically exist and

the nozzle is said to be choked.

This implies a restriction on the value of the mass flow Q at inlet, i.e.

Qin =
Qt ∗ At

Ain

≤ At ∗Q∗
Ain

. (7.22)

Using the values of the total specific enthalpy H and of the constant entropy function

K given by (7.9) and (7.8), respectively, it is possible to draw the graphs of the flow

variables, versus u (see Fig. 7.3) or between other flow variables, for example, ρ and p

versus Q (see Fig. 7.4). In order to draw these graphs we use a parametrization of u (as

an auxiliary step in the latter case).

Note that in order to draw the graphs of the flow variables the computed value of

umax we use is slightly smaller and more accurate than the one in [103].

From the graph of Q versus u (only needed in the convergent part of the nozzle)

it is possible to see that there are two possible values for uin corresponding to a given

value Qin, one corresponding to subcritical flow at inlet and the other corresponding

to supercritical flow at inlet. In order to visualise this, just draw a line in the fourth
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Figure 7.3: Graphs of flow variables vs. u (N = 201)
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Figure 7.4: Graphs of some flow variables vs. Q or P (N = 201)
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graph of Fig. 7.3 parallel to the x-axis at the height equal to the given inlet mass flow

magnitude. The former value of uin is the one we consider since in our test cases we

only consider flow that is subcritical at inlet. Instead of using a graph, the two referred

values of u can be obtained by numerically solving the equation

Qin = Q(H,K, u) (7.23)

by using, for example, the Newton method with adequate initial iterations (see [103] for

more details). Note that the expression for Q(H,K, u) is given by equation (7.6).

The test problems were chosen from those given in [103] and reflect different types

of smooth flow. These types of flow are completely described by drawing the graphs

between the flow variables.

As we have seen, for a given nozzle, there is a maximum value of the mass flow at

inlet that can be specified (see (7.22)). Choosing the inlet mass flow Qin such that the

mass flow at the throat Qt is less than the critical value corresponding to specify the

mass flow at inlet such that the inequality in (7.22) is satisfied strictly. In this case, the

flow is subsonic at the throat and also throughout the divergent cone with its behaviour

being determined by the pressure/density at inlet. Therefore the flow is wholly subsonic

(could be wholly supersonic if the pressure/density at inlet were supersonic, but this case

is not considered in the thesis). Usually the variable prescribed discriminating the type

of flow is the pressure but theoretically the density is a possible choice as well. Given

one it is possible to get the other since pressure and density are related through the

isentropic equation of state. In our case, since we chose to reduce, in Section 2.3.4, the

steady Euler equations to an ODE in the dependent variable ρ, boundary values for the

density are needed and its choice will determine the type of flow. It is relatively easy,

though, to obtain the corresponding values for the pressure.

In Fig. 7.5 we show how it is possible to find the values for the density ρ at inlet,

at the throat and at outlet corresponding to the mass flow value prescribed at inlet, Qin

and computed at the throat Qt and at outlet Qout.

Although it is common to choose the pressure at outlet to differentiate certain types

of flow, here we choose to use the density ρ instead since we also chose to reduce,

in Section 2.3.4, the steady Euler equations to an ODE in the dependent variable ρ.

The correspondent values for the pressure can be obtained either through the isentropic
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equation of state (2.66) or by a graph (see Fig. 7.6).
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Figure 7.5: The relationship between the density and the mass flow in subsonic flow
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Figure 7.6: The relationship between the pressure and the mass flow in subsonic flow

In Table 7.3 we present the values of some of the flow variables.

It is possible to draw these graphs for other types of flow, like for example critical

flow (see Fig. 7.7 and Fig. 7.8).

The implementation of an algorithm to these test problems was not concluded. The

discretisation of the scalar equation obtained from the Euler equations in Chapter 2 is

more complicated that the scalar equation we dealt with in the Saint-Venant problem

since the flux function depends on the constant K which takes different values across a
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Type of flow Inlet Throat Outlet Notes

Subsonic flow Qin = 200 Qt = 220 Qout = 183.333 Qt < Q∗ = 246.311

ρin = 1.10065 ρt = 1.03828 ρout = 1.13905 ρ∗ = 0.814252

uin = 181.71 ut = 211.889 uout = 160.952 C∗ = 302.5

pin = 80973.7 pt = 74623 pout = 84956.2 p∗ = 53100.1

Table 7.3: Theoretical values of some flow variables for isentropic wholly subsonic flow

shock. Two possibilities of overcoming this problem were thought. The first one was to

make use of the jump conditions in a new algorithm but the idea was not fully developed.

The second idea is simply to try to get a simpler scalar equation in the reduction process,

without the K appearing explicitly in the definition of the flux function and this latter

approach is under study.

Type of flow Inlet Throat Outlet

Critical flow Qin = 223.919 Qt = Q∗ = 246.311 Qout = 205.259364

critical subsonic ρsub
in = 1.02262 ρ∗ = 0.814252 ρsub

out = 1.0864

C∗ = 302.5

psub
in = 73051.8 p∗ = 53100.1 psub

out = 79509.5

smooth transition ρsub
in = 1.02262 ρ∗ = 0.814252 ρsup

out = .490112

C∗ = 302.5

psub
in = 73051.8 p∗ = 53100.1 psup

out = 26088.3

Table 7.4: Theoretical values of some flow variables for isentropic wholly subsonic flow
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Figure 7.7: The relationship between the density and the mass flow in critical flow
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Figure 7.8: The relationship between the pressure and the mass flow in critical flow
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Chapter 8

Results and Discussion

In this Chapter we present and discuss some results obtained by applying schemes dis-

cussed in Chapter 6 to scalar problems arising from steady conservation laws. The results

were obtained under a CFL condition on the derivative of the flux, restricting the al-

lowed (pseudo) time step but where the source term is not considered. If the source

terms are dominant, though, one may have to consider a semi-implicit treatment of the

source terms. The steady conservation laws studied in the thesis are nonhomogeneous

and, thus, the presence of the source terms is an item to take in account. Furthermore,

since the conservation laws with source terms lead to curved characteristics where the

solution changes along them, a numerical domain of solution must be considered con-

taining the analytical domain of solution. Otherwise the numerical solution is not useful

to approximate a true solution that may fall out of the numerical domain of depen-

dence considered. Hence, naturally, a CFL condition arises which includes a condition

on the slope of the characteristic and yields a condition on the time step which in the

theory presented in the thesis, corresponds to a restriction on the pseudo time iteration

(a contraction mapping theorem may be used to prove convergence of the pseudo-time

iteration process [59]). These considerations led us to build numerical algorithms with

a CFL condition implemented. The Courant number was taken to be 0.9.

Moreover, a measure of accuracy (in the L2 norm) for both Engquist-Osher and Roe

schemes was used. The criterion of convergence for the iterative method we considered

is √√√√√ 1

N + 1

N∑
j=0

(
hn+1

j − hn
j

∆t

)2

< TOL (8.1)
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with a tolerance TOL = 10−8. The initial guess for the time-stepping was taken to be

the one considered in [59] for the Saint-Venant equations, i.e. a linear profile of the

dependent variable joining the end values γ0 and γ1.

The approximate solutions obtained from applying the numerical schemes described

in Chapter 6 to the Saint-Venant test problems of Tables 7.1 and Table 7.2 and some

error graphs are shown in Figures 8.1-8.29. These test problems feature different times

of flow and a graph in each set of four graphs grouped together represents one of the

test problems, being ordered from left to right, with test problem 1 placed on the top

left-hand corner.

We recall that the solution to problem 1 represents entirely subcritical flow and has

a depth profile with a hump which is symmetric about the center of the reach (see,

e.g. Fig. 8.1). The solution to problem 2 has a similar depth profile but the flow is

supercritical throughout the entire reach of the channel. A smooth transition solution

occurs in test problem 3, with the flow being subcritical until approximately one third of

the distance along the channel and then smoothly becoming supercritical. The solution

of test problem 4 has a hydraulic jump inside the channel.

Furthermore, the schemes described in Chapter 6, whose results are presented and

discussed in this section, correspond to modifications of the Engquist-Osher scheme and

the Roe scheme. Two approaches were taken to discretise the total derivative of a explic-

itly x-dependent flux function. In a direct approach, a finite volume discretisation of the

total derivative is done whereas, in the indirect approach, the total derivative is split by

using the chain rule (assuming smoothness) and the partial derivative with respect to the

independent variable is treated like a source term. The remaining derivative terms are

discretised as in the direct approach but computed at a fixed value of the independent

variable x (see Chapter 6 for more details).

The application of the Engquist-Osher method we called Scheme 1 with a pointwise

discretisation of the source term (see equations (6.14)-(6.17)) yield the results shown in

Fig. 8.1 (note that N is the number of subintervals). In the figure are shown different

results corresponding to the choices of q = 0, 1, 1
2

(related to x discretisation, as explained

in Section 6.2.1). The results show that a choice of q = 1/2 is overall yielding the best

results in test problems 1 (subcritical) and 3 (smooth transition) and the second best in

test problems 2 (supercritical) and 4 (hydraulic jump) after the choice q = 0.
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Figure 8.1: Engquist-Osher (direct approach) obtained by using scheme 1 with a point-

wise discretisation of the source terms, N = 20 and q = 0, q = 1, q = 1/2 and k = 0).

We also tried a upwind discretisation of the source term D as explained in Section

6.2.1 and the results are shown in Fig. 8.2. A choice of the parameter q = 0 provides

the better results in test problems 2, 3 and 4. In spite of the best results in test problem

1 being obtained whith q = 0.5, the convergence behaviour, as seen in the error graph

of Fig. 8.3, indicates a rate of convergence slower than in the case q = 1 (second best

results).

The graphs of the errors shown in Fig. 8.3- Fig. 8.6 were obtained with increasing

number of subintervals and have a logarithmic scale. These graphs allow the comparison

between the pointwise and the upwind discretisation of the source terms when using

Engquist-Osher scheme 1. The upwind discretisation of the source terms does not provide

the most accurate results in the different test problems studied. In the smooth transition

case (test problem 3), it is the pointwise approach that provides the most accurate results

(see Fig. 8.5) and the order of convergence of the upwind source discretisation is similar

to the pointwise source discretisation. The upwind approach provides the most accurate

results and shows a higher order of convergence than the pointwise approach in test
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Figure 8.2: Engquist-Osher (direct approach) obtained by using scheme 1 with a upwind

discretisation of the source terms, N = 20 and q = 0, q = 1, q = 1/2).

problem 2 (see Fig. 8.4). In relation to the choice of the parameter q in both source

discretisation approaches, pointwise and upwind, the choice of q = 1/2 provides the most

accurate results in test problem 1 (subcritical flow) (see Fig. 8.3); the choice q = 1/2

provides the most accurate results in test problem 2(see Fig. 8.4) and in test problem 4

(see Fig. 8.6). In the smooth transition test problem 3, the choice of either q = 1/2 or

q = 0 with a pointwise discretisation of the source terms provides better results than all

three choices of q with a upwind source discretisation (see Fig. 8.5).
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Figure 8.3: L2 errors of the results obtained using scheme 1 in test problem 1 (subcritical

flow) with N = 10, 20, 40, 80 subintervals.
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Figure 8.4: L2 errors of the results obtained using scheme 1 in test problem 2 (super-

critical flow) with N = 10, 20, 40, 80 subintervals.
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Figure 8.5: L2 errors of the results obtained using scheme 1 in test problem 3 (smooth

transition) with N = 10, 20, 40, 80 subintervals.
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Figure 8.6: L2 errors of the results obtained using scheme 1 in test problem 4 (hydraulic

jump) with N = 10, 20, 40, 80 subintervals.
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The solutions obtained from Roe scheme (direct approach) are less accurate than

the solutions obtained form Engquist-Osher scheme 1, either when the source function

is pointwise discretised or upwind discretised (see Fig. 8.7 and Fig. 8.8). The results

shown in Fig. 8.7 and Fig. 8.8 were obtained without the use of an entropy fix. A

modification of the well known entropy fix for flux functions of the form F (w), which is

described in the thesis, was tried for flux functions of the form F (x,w) but did work.

The resulting scheme does not deal well with the sonic transition crossing. A entropy

fix is, in particular, very much in need in test problem 3 (a sonic transition) and also in

test problem 1. In the latter problem, in spite of the flow being subcritical throughout

the all domain, the sonic line is very near the exact solution we want to approximate.

Even when a initial time stepping approximation which does not cross the sonic line was

chosen, the iteration process yield approximations that crossed the sonic line. As an

example, the numerical solution shown in Fig. 8.9 was obtained by using scheme 2 with

a initial approximation that does not cross the sonic line (linear profile connecting the

fixed right boundary condition and h(0) = 1.7, though subsequent approximations cross

it.

We recall that the graphs corresponding to problem 1 in Fig. 8.7 and Fig. 8.8 were

obtained with the initial approximation previously described in Section 7.1, that is, a

linear profile connecting the right (fixed) boundary condition and the critical depth value

at the left endpoint, thus, crossing the sonic line.

All the results shown for test problem 1 with a pointwise discretisation of the source

function were achieved with a bigger tolerance, TOL = 10−5 or TOL = 10−4 (the latter

when q = 0).

Although the experiments showed the need to use an entropy fix, a sonic transition

did no occur in the test problems 2 and 4. In test problem 2 the initial approximation

and the iterated approximations do not cross the sonic line and in test problem 4 the

crossing verifies an entropy condition. Only the results obtained by using scheme 2 to

solve test problem 2 will be used for comparison with other schemes.

For both upwind or pointwise discretisation of the source term, Scheme 2 renders a

solution that is shifted to the right of the original exact solution and such that in the

smooth transition test problem the results form a bump on the region of supercritical

flow.
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Figure 8.7: Roe solution (direct approach) obtained by using scheme 2 with a pointwise

discretisation of the source term and N = 20 and q = 0, q = 1 and q = 0.5

In Fig. 8.10 we can see that decreasing the step size we still get poor accuracy and

smeared results.

The importance of choosing the ‘right’ x evaluation (i.e. the best q) can be inferred

from the analysis of the solution graphs (Fig. 8.7 - Fig. 8.8) and also from the error

graph (Fig. 8.11).

For supercritical flow (test problem 2), a choice of q = 0 is the most adequate. This is

confirmed by the results in test problem 4, before the jump occurs (flow is supercritical

there). The choice of q = 1 being the most adequate for subcritical flow is not so

easily seen since the scheme rendered a solution that is not well-behaved in the wholly

subcritical test problem 1. Nevertheless, the results of test problem 4 (shock) show that

the choice of q = 1 gives accurate results on the right-hand side of the jump, where the

flow gets subcritical.

A comparison between a pointwise and a upwind discretisation of the source terms

can be done by looking at the numerical solution graphs in Fig. 8.12 and the graphs of

the errors provided by Fig. 8.11. Both approaches, pointwise and upwind discretisation
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Figure 8.8: Roe solution (direct approach) obtained by using scheme 2 with an upwind

discretisation of the source term and N = 20 and q = 0, q = 1 or q = 0.5.

of the source terms, provided very similar results and order of convergence with a choice

of parameter q = 0.
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Figure 8.9: Roe solution (direct approach) of test problem 1 obtained by using scheme

2 with a pointwise and a upwind discretisation of the source term and N = 20 (q = 0.5)

and a different (numerical) left boundary condition.
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Figure 8.10: Roe solution (direct approach) obtained by using scheme 2 with a upwind

discretisation of the source term and N = 40 and q = 1
2
.
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Figure 8.11: L2 errors of the results obtained using scheme 2 in test problem 2.
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Figure 8.12: Roe scheme 1 (direct approach) with pointwise and upwind discretisation

of source terms .
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In Fig. 8.13 we show the results obtained using the FOU scheme 2*. We recall that

this scheme is simply a version of scheme 2 where the total derivative of the flux function

is discretised directly in a compact form without trying to express ∆f in terms of the

dependent variable, as a Roe-like approach does. In the particular case of a spatially

dependent flux function like the one we are studying it seemed important to make the

distinction. Nevertheless, the results are not so dissimilar from the scheme 2, previously

discussed. We did not analyze this scheme any further and just show the results obtained

in Fig. 8.13 which were obtained without the use of any entropy fix.

0 50 100 150 200
0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

x/m

de
pt

h/
m

FOU (upw); q=0.5
h

exact
       

h
c
             

0 50 100 150 200
0.4

0.6

0.8

1

1.2

1.4

x/m

de
pt

h/
m

FOU (upw): q=0.5
h

exact
       

h
c
             

0 50 100 150 200
0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

x/m

de
pt

h/
m

FOU (upw): q=0.5
h

exact
       

h
c
             

0 50 100 150 200
0.6

0.8

1

1.2

1.4

1.6

x/m

de
pt

h/
m

FOU (upw): q=0.5
h

exact
       

h
c
             

Figure 8.13: Solution (direct approach) obtained by using scheme 2* (FOU) with a

upwind discretisation of the source term and N = 20 and q = 1
2
.
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In Fig. 8.14 are plotted the results obtained by using q = 1/2 and the schemes 1

(Engquist-Osher) and 2 (Roe) with a pointwise discretisation of the source term. As ex-

pected from previous discussion, the Engquist-Osher scheme provides the most accurate

results since Roe’s scheme lacks an entropy fix.
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Figure 8.14: Engquist-Osher scheme versus Roe scheme results (direct approach) with

source term pointwise discretised and q = 1/2.

The results of numerical schemes based on a indirect approach provide accurate

solutions as well. We show results with different choices of discretisation of the source

function and of the derivative term which, in this indirect approach, is treated like a

source term.

In Fig. 8.15, the results obtained by using Engquist-Osher scheme 3 (indirect ap-

proach) are plotted together with the results obtained from the corresponding scheme in

a direct approach (scheme 1) (with q = 0 and k = 0). The results shown correspond to a

pointwise discretisation of the source term D and a centred (at half-point) discretisation

of the derivative term V (only needed in scheme 3). The numerical schemes yield good

accuracy results for all the four types of flow studied. Both schemes are accurate and

a conclusion on the most accurate scheme in this case is answered by the graphs of the
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error (see Fig. 8.26 - Fig. 8.29). Those error graphs show that the scheme giving the

best accuracy for supercritical and shock test problems is the one coming from a direct

approach whereas for the smooth transition and subcritical test problems the scheme

yielding the best accurate results is the one coming from an indirect approach.

The upwind Engquist-Osher scheme 3 was not fully implemented.
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Figure 8.15: Results obtained by using the Engquist-Osher schemes 1 and 3 with a

pointwise discretisation of the source term and a centred (half-point) discretisation of

the derivative term V (N = 20)
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The results obtained by using Roe’s scheme 4 (indirect approach) with a pointwise

approximation of the source term D and both a centred and half-centred discretisation

of the derivative term V , are shown in Fig. 8.16 whereas the results coming from an

upwind approximation of both source terms are shown in Fig. 8.17. Both schemes yield

accurate results but the upwind scheme gives the better results and this can be seen

particularly well in the subcritical and supercritical test problems (see Fig. 8.18).
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Figure 8.16: Results obtained using the Roe’s scheme 4 (indirect approach) with a

pointwise discretisation of the source term D and a centred and half-point discretisation

of the derivative term V (respectively, ptwc and ptwh in legend) and N = 20 and q = 0.5.

The error graphs of the Roe scheme 4 solution in the different test problems studied

are shown in Fig. 8.19 - Fig. 8.22. These graphs confirm that the upwind discretisation of

the source terms yields the most accurate results in all the test problems. Furthermore,

the order of convergence is improved in test problems 1 and 2 which correspond to,

respectively, subcritical flow and supercritical flow throughout the whole domain (see

Fig. 8.19 and Fig. 8.20). The smooth transition flow error graph shown in Fig. 8.21

reveals the fact that it is possible to get a higher order of convergence if the nonentropy

satisfying sonic crossing is dealt with. The scheme’s order of convergence decreased
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Figure 8.17: Results obtained using the Roe scheme 4 (indirect approach) with a upwind

discretisation of both the source terms, D and V and q = 0, q = 1 and q = 0.5 (N = 20).

when a sonic transition occurred persistently in the iteration process when using N = 40

subintervals. For the hydraulic jump (test problem 4) all the schemes have a similar

order the convergence, but the upwind scheme yields the most accurate results.

Comparing the possible choices of the parameter q in all the error graphs given in Fig.

8.19 - Fig. 8.22, the choice q = 0 yields the most accurate results in all test problems

except in test problem 3 (smooth transition) where it is a choice of q = 0.5 that wins,

providing the most accurate results in this particular case. It is worth mentioning that

these results were obtained with the discretisation of the derivative term V also computed

with k = 0, that is, the numerical flux function is computed at a fixed grid point and the

derivative term V is computed with the corresponding (fixed) dependent variable (see

Section 6.2.2).
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Figure 8.18: Roe’s scheme 4 (indirect approach) with source terms pointwise and upwind

discretised.

2 2.5 3 3.5 4 4.5
−12

−11

−10

−9

−8

−7

−6

−5

−4

−3

log N

lo
g 

||y
ex

ac
t−

y ap
px

|| 2

Roe Sch.4 (ptwh);q=0  
Roe Sch.4 (ptwh);q=1  
Roe Sch.4 (ptwh);q=0.5
Roe Sch.4 (ptwc);q=0  
Roe Sch.4 (ptwc);q=1  
Roe Sch.4 (ptwc);q=0.5
Roe Sch.4 (upw);q=0   
Roe Sch.4 (upw);q=1   
Roe Sch.4 (upw);q=0.5 

Figure 8.19: L2 errors of the results obtained using scheme 4 in test problem 1 and

N = 10, 20, 40, 80.
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Figure 8.20: L2 errors of the results obtained using scheme 4 in test problem 2 and

N = 10, 20, 40, 80.
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Figure 8.21: L2 errors of the results obtained using scheme 4 in test problem 3 and

N = 10, 20, 40, 80.
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Figure 8.22: L2 errors of the results obtained using scheme 4 in test problem 4 and

N = 10, 20, 40, 80.
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In order to be able to do a comparison between some of the schemes implemented

in this work, the solutions of different numerical schemes are plotted against each other

and some error graphs are drawn as well.

In Fig. 8.23 are shown the results obtained by using the Roe scheme in the direct

and indirect approaches, respectively with a pointwise discretisation of the source terms

and a centred (half-point) discretisation of the derivative V (the latter only needed in

the indirect approach). From the graphs it can be seen that the most accurate results

are obtained with the Roe scheme 4 (indirect approach).
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Figure 8.23: Roe scheme in direct approach versus Roe scheme in indirect approach with

source terms pointwise discretised.

The comparison between results obtained from the Roe scheme in direct and indirect

approaches with source terms upwind discretised is given in Fig. 8.24. Again, the indirect

approach gives more accurate results.

In Fig. 8.18 the numerical results obtained from Roe’s scheme 4 with a pointwise

discretisation of the source terms (ptw) and a centred (half-point) discretisation of the
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Figure 8.24: Roe scheme in direct approach versus Roe scheme in indirect approach with

source terms upwind discretised.

derivative (ptwh) source term are compared with the results obtained with a upwind dis-

cretisation. The graphs show that the upwind discretisation provides the most accurate

results. This is confirmed by the error graphs in Fig. 8.26 - Fig. 8.29.
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We also plotted the results of Engquist-Osher scheme and Roe scheme (indirect ap-

proach) when using a pointwise discretisation of the source term and a centred (at half-

point) discretisation of the derivative V . The results are shown in Fig. 8.25 and seem

to indicate that the most accurate scheme is Engquist-Osher in this indirect approach,

which is confirmed by the error graphs in Fig. 8.26 - Fig. 8.29.
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Figure 8.25: Engquist-Osher scheme versus Roe scheme (indirect approach) with source

term pointwise discretised.

It can be seen from the graphs of the error, Fig. 8.26 - Fig. 8.29, that overall the

approximate solution obtained by the Roe upwind scheme with a indirect approach is

more accurate in the subcritical and supercritical test problems. The Engquist-Osher

pointwise scheme 1 (direct) is the most accurate in the hydraulic jump and the indirect

Engquist-Osher scheme 3 is the most accurate in the smooth transition but just because

Roe’s upwind scheme 4 loosed accuracy when N increases. This odd behaviour can be

explained to this test problem being a smooth transition and the Roe scheme is not so

well behaved in this case. The supercritical test problem does not cause any particular
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Figure 8.26: L2 errors of the more accurate results obtained for test problem 1 (subcritical

flow).

difficulty to these schemes since the sonic line is not very near the exact solution. Several

schemes provide good accurate results with a similar (slight) higher order of convergence.

In those schemes is included the Roe direct scheme 2 whose results did not suffer from

the lack of an entropy fix in this case. The most difficult test problems, the smooth

transition flow and the shock, are the ones where the Engquist-Osher scheme yields the

best results even with just a pointwise discretisation of the source terms.

Once more, one can draw the conclusion that a more accurate solution is obtained,

when using Roe scheme, from upwind discretisation of the source terms. This has been

also pointed out in work done by other researchers when applying Roe scheme to ap-

proximate the unsteady Saint-Venant equations [3, 99, 19].
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Figure 8.27: L2 errors of the more accurate results obtained for test problem 2 (super-

critical flow).
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Figure 8.28: L2 errors of the more accurate results obtained for test problem 3 (smooth

transition).
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Figure 8.29: L2 errors of the more accurate results obtained for test problem 4 (hydraulic

jump).
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Chapter 9

Conclusions and Further Work

In this thesis we have studied both analytical and numerical aspects of singular differen-

tial equations derived from the steady Saint-Venant equations and from the steady Euler

equations. Their singular behaviour occurs in points where the flow features change. We

have been particularly concerned with discontinuous solutions and in ways of discretising

these singular equations with a switch providing the right “wind” direction. We would

like to have convergence of those schemes to the physically relevant solution. The use

of the Roe and Engquist-Osher shock capturing schemes to compute discontinuous solu-

tions of steady flow problems is justified since one can look at the solutions of the steady

flow problems we are interested in as steady entropy satisfying solutions of a particular

(unsteady) scalar conservation law.

The work of MacDonald [59] on the steady Saint-Venant problem provided much of

the mathematical background on the subject. It is also the source of the water test

problems used in the thesis.

When addressing the problem of solving numerically the singular equation obtained

from the steady Euler equations, we were confronted with the search of possible applica-

tions of these equations, and those were found in the theory of quasi-one dimensional gas

flow. Wixcey’s [103] work was fundamental to the understanding of the Euler equations

problem. It gave a rather more mathematical approach than the one found, for example,

in [84].

One question we would have liked to have answered was if, in the case of the Euler

equations, the ‘scalar approach’ taken by MacDonald [59] when studying the Saint-

Venant equations with prismatic channels could be applicable with some modifications.
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A related question is if the theory can be extended to the Saint-Venant equations in

nonprismatic channels. Unfortunately, the scalar equation we have derived in the gas

problem has some particularities that do not allow such a theory to be applied in a

straightforward manner. The theory for the nonprismatic case is also more complicated

but is hoped that it would be possible to extend it to certain classes of nonprismatic

channels.

As the work on these type of singular differential equations was developing a lot of

questions and concerns arose, some were answered, some were abandoned, and others

opened future research paths. Some progress was made and we describe it.

We have verified that, if there is no source term in the conservation of mass equation,

the steady Saint-Venant equations and the Euler equations can be reduced to a scalar

differential equation which preserve particular features of the original equations, namely,

becoming singular when the Froude number or the Mach number become 1. This reduc-

tion is possible when the steady conservation of mass ODE is easily solved and, in the

Euler equations case, if no source term in the energy equation is considered. If there is a

source term in the energy equation, we showed that the Euler equations can be reduced

to a system of two ODEs. This system also inherits features of the original equations

which are of interest, namely, the Jacobian matrix has two eigenvalues which are related

to the eigenvalues of the original matrix. For this particular system of two equations, all

the background work (averages, eigenvectors, etc) was derived in order to apply the Roe

scheme. At the time we finish this piece of work what was lacking was a test problem

and the algorithm was not fully implemented. The research moved on to study the scalar

ODE equation obtained from the steady Euler equations.

A physically relevant application of the scalar equation, in the gas case, is that of

isentropic flow in a duct assumed to be slowly varying, so that we can consider flow in

the x direction only. Our choice of a reduced equation maintaining the relevant physical

features, led us to a reduced singular nonlinear equation whose flux definition and source

function definition depend on the entropy K, which has a jump if a normal shock occurs.

When a normal shock occurs, the flow is not isentropic across the shock but is still

isentropic before and after the shock. Since we also want to study those discontinuous,

physically relevant solutions, at first we felt very tempted to use well-known properties,

which the variables of the problem satisfy, to help dealing with the jump in K. But
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those techniques would be more from the field of adaptive shock fitting methods than

that of shock capturing methods. Recently, a technique was devised that possibly will

allow us to overcome the discontinuity of K and simultaneously, allowing an independent

switch in the “wind” direction (though using known properties of the flow). Another

possible way to go is to use an idea similar to the one in [97] where the discontinuity of

the coefficient K is thought as in occurring in the middle of the cell whereas if we are

solving Riemann problems at the boundary. We are looking to the possibility of deriving

a different form of the scalar equation which avoids this complication. Unfortunately,

there was not enough time to complete those investigations.

Another concern arose from the particular form of the Saint-Venant equations studied,

modelling water flow in nonprismatic channels. These equations have a flux function

which depends explicitly on the spatial variable. We looked at ways of discretising

these equations by using modifications of the Engquist-Osher and the Roe scheme with

different types of discretisations of the source terms and two approaches were taken:

direct and indirect. We have shown that modifications of the Roe scheme and of the

Engquist-Osher scheme yield accurate results in both type of approaches. A higher order

of convergence was achieved, in certain test problems, when using a upwind discretisation

of the source terms combined with the Roe scheme. The upwind Engquist-Osher scheme

used in the direct approach did not achieve the higher accuracy that is known to reach

in the case of a flux function of the form F (w). A upwind Engquist-Osher scheme for the

indirect approach built in a similar way was shaped but it was not fully implemented. A

switch for the derivative source term was built but still needs some refining. The choice

of discretisation of this derivative term was similar to the adopted in Roe scheme, that

is, a one-sided finite differences approximation for both supercritical and subcritical flow,

except that the switch is provided by a smooth function. Nevertheless,without studying

further this scheme we do not know how well the Engquist-Osher scheme will behave

since, although similar to Roe’s scheme in the subcritical and supercritical flow, it differs

in the case of a shock or a smooth transition. Furthermore, when using Engquist-Osher

scheme, a Newton iteration must be used to solve the nonlinear system of difference

equations. But the same cannot be said of the Roe scheme due to lack of continuity.

The Roe scheme, in the direct approach, suffered from the lack of an entropy fix.

A well known entropy fix was tried but did not work. The results could improve to be
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similar or even better than the ones obtained in the indirect approach if a entropy fix is

devised.

When comparing similar order of accuracy methods (first-order) the Engquist-Osher

scheme seems the better option providing good accurate results in all types of flow.

Further study is needed on the particular value of x used in the discretisations. A

more exhaustive study has to be done to see if the adoption of different x discretisations

still allows the scheme to verify a discrete telescopic property. Possibly, a x discretisation

related with the type of flow may contribute for the scheme to pick up the correct ‘wind’

direction.

Besides the already discussed current lines of research, we discuss some other ideas

that came up as possible future work.

An argument for using upwind methods for other singular nonlinear differential equa-

tions of the form

f1(x, y1(x))
dy

dx
= f2(x, y),

without the physical background, is that this is a nonlinear equation which can be solved

by iteration, but the iteration must be convergent. If we use Picard iteration

yn+1 − yn = τα(f1(x, y(x))
dy

dx
− f2(x, y(x)))

the iteration converges if α has the right sign and τ is sufficiently small to make the

iteration a contraction. Conservation probably plays a role in the proof (Osher).

For general nonlinear singular differential equations of the form

f1(x, y(x))y
′(x) = f2(x, y),

if we can write it as
dF (x, y(x))

dx
= f2(x, y) +

∂F

∂x

then we can use the technique in this thesis (upwinding with source terms) to solve the

equation.
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