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#### Abstract

We extend the general framework of the Multilevel Monte Carlo method to multilevel estimation of arbitrary order central statistical moments. In particular, we prove that under certain assumptions, the total cost of a MLMC central moment estimator is asymptotically the same as the cost of the multilevel sample mean estimator and thereby is asymptotically the same as the cost of a single deterministic forward solve. The general convergence theory is applied to a class of obstacle problems with rough random obstacle profiles. Numerical experiments confirm theoretical findings.
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## 1 Introduction

Estimation of central statistical moments is important for many reasons. The variance (or the standard deviation) is one of the most important characteristics of a random variable, along with the mean. Higher order moments, particularly the third and the fourth moments (or the related skewness and kurtosis) are important in statistical applications, e.g. for tests whether a random variable is normally distributed [7]. Another example is [3], where skewness and kurtosis are utilized in a stopping criteria for a Monte Carlo method. Higher order moments inherit further characterization of a random variable; the problem of determining a probability distribution from its sequence of moments is widely known as the problem of moments [1]. This paper is dedicated to estimation of arbitrary order central statistical moments by means of the Multilevel Monte Carlo method, a non-intrusive sampling-based multiscale approach particularly suitable for uncertainty propagation in complex forward problems.

[^0]To facilitate the presentation, let us consider an abstract well posed forward problem

$$
\begin{equation*}
u=S(\alpha), \tag{1}
\end{equation*}
$$

where $\alpha$ are model parameters (model input), $u$ is the unique solution of the forward problem (model output) and $S$ is the corresponding solution operator. As an illustrative example, we consider a contact problem between deformable bodies. The quantity of interest (observable) $X$ might be either the solution itself, or some general, possibly nonlinear, continuous functional of the solution $X=$ $F(u)$. Therefore the observable $X$ might be either a spatially varying function (e.g. the displacement of a deformable body or the contact stress) or a scalar quantity (e.g. the size of the actual contact area). Typically, a model description contains probabilistic information about input parameters $\alpha$ and if it is possible to generate samples of $\alpha$, then samples of $X$ may be generated via the forward $\operatorname{map} X=F \circ S(\alpha)$.

However, the solution operator $S$ is usually given implicitly as an inverse of a certain differential or integral operator and the inverse can only be computed approximately by means of a numerical method. In view of this, only approximate samples of $X$ are computable via

$$
\begin{equation*}
X_{\ell}=F_{\ell} \circ S_{\ell}(\alpha) \tag{2}
\end{equation*}
$$

for a certain approximation $F_{\ell}$ of $F$. If the numerical method is convergent, we have $X_{\ell} \rightarrow X$ for $\ell \rightarrow \infty$ in a suitable sense. The numerical methods and computing resources available nowadays are often capable of providing a good quality approximation of the observable $X_{\ell} \approx X$. Given this, the mean of $X$ can be approximated by the plain averaging of approximate samples $X_{\ell}$, which is known as the Monte Carlo (MC) approximation. However, there is need to balance two sources of error, the statistical error and the discretization error, significantly increases the total computational cost, see e.g. [4, Section 3] for the rigorous discussion.

In this paper develop and analyze the approximation of the centered statistical moments or arbitrary order in a Multilevel Monte Carlo (MLMC) framework. The MLMC method was developed in the last few years as an improvement of the standard MC, see $[10,6,2]$. Instead of computing samples at a fixed resolution level $\ell$, the MLMC uses a hierarchy of resolutions $\ell=1, \ldots, L$ and a level-dependent sampling strategy. Particularly, within MLMC one computes many (cheap) samples at the coarse resolution and only a few, e.g. several dozens, of (expensive) samples at fine resolution, thereby uniformly distributing the computational work over the level hierarchy. If built in a optimal way, MLMC allows to estimate the mean of the observable at the same asymptotic computational cost as a single forward solution of the deterministic problem, see e.g [6,2] for application to the random diffusion equation. Of course, this analysis includes approximation of standard non-central (monomial) moments of arbitrary order, see e.g. [5]. Moreover, central moments can be computed as combinations of non-central moments in the post-processing phase. In this paper we are interested in direct MLMC approximation of central statistical moments for several reasons.

1. Frequently, central statistical moments are the final aim of the computation.
2. Evaluation of central moments via combination of non-centered moments computed by MLMC may suffer from numerical instabilities, particularly in regions where central moments are small.
3. Direct evaluation of central moments is no more demanding in terms of the overall computational cost than evaluation the non-centered moments. Particularly useful for stable and efficient numerical evaluation are one-pass update formulae from [15].

In this work we analyze simple and general form MLMC estimators for $r$-th order central statistical moments introduced in (25) and (29) below. The simple form of the estimators allowing for a unified analysis comes at the expense of a small systematic error which cannot be removed by a simple scaling when $r \geq 4$, cf. $[13,8]$. The rigorous control of this systematic error is presented below.

The paper is structured as follows. After preliminaries in Section 2, we give an overview of the general MLMC framework and the analysis strategy in Section 3. In Section 4 study in detail the MC estimator of arbitrary order central moments and particularly prove convergence of its bias and variance. In Section 5 we apply the developed theory to the MLMC estimator of arbitrary order central moments. Under additional assumptions we prove the same asymptotic work-error relation of the estimator for an arbitrary $r$-th moment as the same as for the estimation of the expectation value by the multilevel sample mean. In Section 6 we apply the general theory to a class of random obstacle problems (see also [9, 14,4]). In Section 7 we report on the results of numerical experiments supporting the abstract theory.

## 2 Function spaces and statistical moments

Let $(\Omega, \Sigma, \mathbb{P})$ be a complete probability space with $\Omega$ being the set of random events, $\Sigma \subset 2^{\Omega}$ the $\sigma$-algebra and $\mathbb{P}$ the probability measure. Furthermore let $Z$ be a complete metric space with Borel $\sigma$-algebra $\mathcal{B}(Z)$. A mapping $\alpha: \Omega \rightarrow Z$ is called a random field, if it is $\Sigma-\mathcal{B}(Z)$ measurable. We denote with

$$
L^{0}(\Omega, Z):=\{\alpha: \Omega \rightarrow Z: \alpha \text { is } \Sigma-\mathcal{B}(Z) \text { measurable }\}
$$

the set of all random fields $\alpha: \Omega \rightarrow Z$. For a Banach space $Z$ we define

$$
\|\alpha\|_{L^{p}(\Omega, Z)}:=\left\{\begin{array}{cc}
\left(\int_{\Omega}\|\alpha(\omega)\|_{Z}^{k} \mathrm{~d} \mathbb{P}(\omega)\right)^{1 / p} & 1 \leq p<\infty  \tag{3}\\
\underset{\omega \in \Omega}{\operatorname{ess} \sup }\|\alpha(\omega)\|_{Z} & p=\infty
\end{array}\right.
$$

The Bochner-Lebesgue spaces are defined by

$$
\begin{equation*}
L^{p}(\Omega, Z):=\left\{\alpha \in L^{0}(\Omega, Z):\|\alpha\|_{L^{p}(\Omega, Z)}<\infty\right\} / \mathcal{N} \tag{4}
\end{equation*}
$$

where $\mathcal{N}:=\left\{\alpha \in L^{0}(\Omega, Z): \alpha=0 \mathbb{P}\right.$-a.e. $\}$ and the norm of $L^{p}(\Omega, Z)$ is defined by (3). Throughout the paper the (Banach space-valued) elements of $L^{p}(\Omega, Z)$ are termed random fields. In this paper we investigate two particular cases particularly important in applications: i) the real-valued random variables, i.e. $Z=\mathbb{R}$, and ii) the Sobolev space-valued random fields, i.e. $Z=W^{s, p}(D)$ where $D$ is a bounded Lipschitz domain, $s \geq 0$ is an integer and $1 \leq p \leq \infty$. The analysis for i) and ii) will be carried out in parallel and to cover both cases we will work with the family of Banach spaces $B^{p}$ where

$$
\begin{array}{ll}
\text { i) } B^{p}=\mathbb{R} \quad \text { or } \quad \text { ii) } B^{p}=W^{s, p}(D), \quad 1 \leq p \leq \infty \tag{5}
\end{array}
$$

and distinguish the special case $H=B^{2}$, i.e.
i) $H=\mathbb{R} \quad$ or
ii) $H=W^{s, 2}(D) \equiv H^{s}(D)$.

The nonnegative integer $s$ will be fixed throughout the paper therefore is omitted in the notation (5) and (6) for brevity. In both cases, $H$ is a Hilbert space with an inner product $\langle\cdot, \cdot\rangle_{H}$ and $B^{p}$ is a Banach space with the a norm $\|\cdot\|_{B^{p}}$ specified in Table 1 for definiteness.

| H | $\langle f, g\rangle_{H}$ | $B^{p}$ | $\\|f\\|_{B^{p}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}$ | fg | $\mathbb{R}$ | $\|f\|$ |
| $W^{s, 2}(D)$ | $\sum_{\|\alpha\| \leq s} \int_{D}\left(\partial^{\alpha} f\right)\left(\partial^{\alpha} g\right) \mathrm{d} x$ | $W^{s, p}(D)$ | $\left\{\begin{array}{cl}\left(\sum_{\|\alpha\| \leq s} \int_{D}\left\|\partial^{\alpha} f\right\|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}, & p<\infty \\ \max _{\|\alpha\| \leq s}^{\operatorname{ess}} \sup _{D}\left\|\partial^{\alpha} f\right\|, & p=\infty\end{array}\right.$ |

Table 1 Overview of the short-hand notations for Sobolev and Bochner spaces and their inner products and norms; $D \subset \mathbb{R}^{d}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ is a multiindex with nonnegative integer components, $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$ and $\partial^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{d}^{\alpha_{d}}}$.

Under these notations a (generalized) Hölder inequality holds: Suppose $1 \leq$ $n, p, q \leq \infty$ with $\frac{1}{p}+\frac{1}{q}=1$, then for $f \in B^{n p}$ and $g \in B^{n q}$

$$
\begin{equation*}
\|f g\|_{B^{n}} \leq c_{H}\|f\|_{B^{n p}}\|g\|_{B^{n q}} . \tag{7}
\end{equation*}
$$

We observe that $c_{H}=1$ when $B^{n}=\mathbb{R}$ or $L^{n}(D)$ since (7) is the standard Hölder inequality in the latter case. Moreover, $c_{H}$ depends only on the order of the derivative $s$ when $B^{n}=W^{s, n}(D)$. In particular, $c_{H}=3$ when $s=1$. This estimate generalizes to the $r$-fold products with $r \geq 2$ as follows. For integers $1 \leq n, p_{1}, \ldots, p_{r} \leq \infty$ satisfying $\frac{1}{p_{1}}+\cdots+\frac{1}{p_{r}}=1$ and functions $f_{i} \in B^{n p_{i}}, i=1, \ldots, r$ it holds that

$$
\begin{equation*}
\left\|\prod_{i=1}^{r} f_{i}\right\|_{B^{n}} \leq c_{H}^{r-1} \prod_{i=1}^{r}\left\|f_{i}\right\|_{B^{n p_{i}}} \tag{8}
\end{equation*}
$$

Moreover for random variables $X_{i} \in L^{n p_{i}}\left(\Omega, B^{n p_{i}}\right)$ there holds

$$
\begin{equation*}
\left\|\prod_{i=1}^{r} X_{i}\right\|_{L^{n}\left(\Omega, B^{n}\right)} \leq c_{H}^{r-1} \prod_{i=1}^{r}\left\|X_{i}\right\|_{L^{n p_{i}}\left(\Omega, B^{n p_{i}}\right)} \tag{9}
\end{equation*}
$$

Bochner spaces of the type $L^{p}\left(\Omega, B^{p}\right)$, will be frequently used throughout the paper and to simplify the notations we write

$$
\begin{equation*}
\|\cdot\|_{p}:=\|\cdot\|_{L^{p}\left(\Omega, B^{p}\right)} \tag{10}
\end{equation*}
$$

for the norm on these spaces. Notice that $L^{2}(\Omega, H)$ is a Hilbert space with inner product

$$
\langle X, Y\rangle:=\int_{\Omega}\langle X(\omega), Y(\omega)\rangle_{H} \mathrm{~d} \mathbb{P}(\omega), \quad X, Y \in L^{2}(\Omega, H)
$$

For $X \in L^{1}(\Omega, H)$ we define its mean

$$
\mathbb{E}[X]=\int_{\Omega} X(\omega) \mathrm{d} \mathbb{P}(\omega)
$$

and the $M$-sample mean Monte Carlo estimator

$$
\begin{equation*}
E_{M}[X]=\frac{1}{M} \sum_{i=1}^{M} X_{i} \tag{11}
\end{equation*}
$$

where the $X_{i} \in H$ are independent realizations of $X$. Notice that the sample mean estimator $E_{M}[X] \in L^{1}(\Omega, H)$ is in fact a random field whereas $\mathbb{E}[X] \in H$ is a deterministic quantity. We recall that a randomized estimator is called unbiased if it is exact in the mean, otherwise it is termed biased. In particular, the sample mean estimator (11) is unbiased, since $\mathbb{E}\left[E_{M}[X]-X\right]=0$.

This paper is dedicated to approximation of central statistical moments

$$
\begin{equation*}
\mathbb{M}^{r}[X]:=\mathbb{E}\left[(X-\mathbb{E}[X])^{r}\right] \tag{12}
\end{equation*}
$$

where the order $r \geq 2$ is an arbitrary fixed integer. We distinguish the second order central moment, the variance $\mathbb{V}[X]$, and the related covariance $\mathbb{C}[X, Y]$ defined by

$$
\mathbb{V}[X]:=\mathbb{E}\left[(X-\mathbb{E}[X])^{2}\right], \quad \mathbb{C}[X, Y]:=\mathbb{E}[(X-\mathbb{E}[X])(Y-\mathbb{E}[Y])]
$$

for two sufficiently regular random fields $X, Y$. From Jensen's inequality [18, Corollary V.5.1] and the Hölder inequality we obtain the upper bound

$$
\begin{equation*}
\left\|\mathbb{E}\left[X^{r}\right]\right\|_{B^{n}} \leq \mathbb{E}\left[\left\|X^{r}\right\|_{B^{n}}\right] \leq \mathbb{E}\left[\|X\|_{B^{n r}}^{r}\right] \leq \mathbb{E}\left[\|X\|_{B^{n r}}^{n r}\right]^{\frac{1}{n}}=\|X\|_{n r}^{r} \tag{13}
\end{equation*}
$$

for $1 \leq n \leq \infty$ and an integer $r$. Estimate (13) implies that $\mathbb{M}^{r}[X] \in H$ when $X \in L^{2 r}\left(\Omega, B^{2 r}\right)$. In particular, $\mathbb{V}[X] \in H$ and $\mathbb{C}[X, Y] \in H$ when $X, Y \in L^{4}\left(\Omega, B^{4}\right)$.

## 3 Preliminary results on the single and multilevel randomized estimation

3.1 Abstract single and multilevel estimation

In the forthcoming error analysis we shall frequently use the quantities

$$
\begin{equation*}
\mathcal{V}(S):=\|S-\mathbb{E}[S]\|_{L^{2}(\Omega, H)}^{2} \tag{14}
\end{equation*}
$$

and

$$
\mathcal{C}(S, T):=\mathbb{E}\left[\langle S-\mathbb{E}[S], T-\mathbb{E}[T]\rangle_{H}\right]
$$

well defined for random fields $S, T \in L^{2}(\Omega, H)$. Notice that $\mathcal{V}(S)$ coincides with $\mathbb{V}[S]$ and $\mathcal{C}(S, T)$ with $\mathbb{C}(S, T)$ if $S, T \in L^{2}(\Omega, \mathbb{R})$ are real-valued random variables, which is not true for general random fields $S, T \in L^{2}(\Omega, H), H \neq \mathbb{R}$. Nonetheless, if $S \in L^{2}(\Omega, H)$ is a randomized estimator of a deterministic quantity $\mathbb{M} \in H$, we
occasionally call $\mathcal{V}(S)$ the variance of the estimator $S$. The reason for this slight abuse of terminology is that $\mathcal{V}(S) \in \mathbb{R}_{+}$is indeed a measure of variation of the quantity $S$. Furthermore it is consistent with the existing literature on Monte Carlo Methods and, in particular, the well-known splitting of the mean-square error (MSE) of an estimator into the sum of its (squared) bias and the variance

$$
\begin{align*}
& \|\mathbb{M}-S\|_{L^{2}(\Omega, H)}^{2}=\|\mathbb{M}-\mathbb{E}[S]+\mathbb{E}[S]-S\|_{L^{2}(\Omega, H)}^{2} \\
& \quad=\|\mathbb{M}-\mathbb{E}[S]\|_{L^{2}(\Omega, H)}^{2}+2 \mathbb{E}\langle\mathbb{M}-\mathbb{E}[S], \mathbb{E}[S]-S\rangle_{H}+\|\mathbb{E}[S]-S\|_{L^{2}(\Omega, H)}^{2}  \tag{15}\\
& \quad=\|\mathbb{M}-\mathbb{E}[S]\|_{H}^{2}+\mathcal{V}(S) .
\end{align*}
$$

Indeed, the inner product is zero since $\mathbb{M}-\mathbb{E}[S]$ is deterministic and $\langle\mathbb{M}-\mathbb{E}[S], \cdot\rangle_{H}$ is a linear functional on $H$. In order to facilitate the further discussion we introduce the relative root mean-square error

$$
\operatorname{Rel}(\mathbb{M}, S):=\frac{\|\mathbb{M}-S\|_{L^{2}(\Omega, H)}}{\|\mathbb{M}\|_{H}}
$$

Frequently, in practical applications the approximate evaluation of the quantity $\mathbb{M}$ involves some kind of deterministic approximation procedure. In this case the method can be interpreted as a two-stage approximation: there exists a sequence $\mathbb{M}_{\ell} \rightarrow \mathbb{M}$ converging strongly in $H$ as $\ell \rightarrow \infty$, and a family of single level randomized estimators $S_{\ell}$ approximating $\mathbb{M}_{\ell}$. Then by the triangle inequality we have the upper bound (notice that if $\mathbb{M}_{L}=\mathbb{E}\left[S_{L}\right]$, the identity (15) provides a sharper result)

$$
\begin{equation*}
\left\|\mathbb{M}-S_{L}\right\|_{L^{2}(\Omega, H)} \leq\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H}+\left\|\mathbb{M}_{L}-S_{L}\right\|_{L^{2}(\Omega, H)} \tag{16}
\end{equation*}
$$

This estimate suggests that $S_{L}$ should be chosen to balance the summands, namely

$$
\begin{equation*}
\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H} \approx\left\|\mathbb{M}_{L}-S_{L}\right\|_{L^{2}(\Omega, H)} \tag{17}
\end{equation*}
$$

implying

$$
\begin{equation*}
\left\|\mathbb{M}-S_{L}\right\|_{L^{2}(\Omega, H)} \lesssim \mathcal{E}, \quad \mathcal{E}:=\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H} \tag{18}
\end{equation*}
$$

Typically, the evaluation cost of the estimator $S_{L}$, while keeping the balance (17), increases significantly with increasing $L$ and might become unfeasibly large. As an alternative, we consider an abstract multilevel estimator

$$
\begin{equation*}
S_{\mathrm{ML}}:=\sum_{\ell=1}^{L} T_{\ell} \tag{19}
\end{equation*}
$$

built of a sequence of estimators $T_{\ell}$ each approximating the individual differences

$$
\Delta \mathbb{M}_{\ell}:=\left\{\begin{array}{cc}
\mathbb{M}_{\ell}-\mathbb{M}_{\ell-1}, & \ell>1  \tag{20}\\
\mathbb{M}_{\ell}, & \ell=1
\end{array}\right.
$$

These estimators may e.g. depend on the finest level $T_{\ell}=T_{\ell}(L)$; we omit such details for simplicity of the presentation in this section. We remark that the estimators $T_{\ell}$ are not required to be either unbiased or independent (in fact, independence would imply sharper upper bounds for the MSE, see Theorem 1, Theorem 2 and Remark 2 in Section 5). The approximation (19) is reasonable since
$\mathbb{M}_{L}=\sum_{\ell=1}^{L} \Delta \mathbb{M}_{\ell}$. Thus, similarly to (16) we obtain

$$
\begin{align*}
\left\|\mathbb{M}-S_{\mathrm{ML}}\right\|_{L^{2}(\Omega, H)} & \leq\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H}+\left\|\mathbb{M}_{L}-S_{\mathrm{ML}}\right\|_{L^{2}(\Omega, H)} \\
& \leq\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H}+\sum_{\ell=1}^{L}\left\|\Delta \mathbb{M}_{\ell}-T_{\ell}\right\|_{L^{2}(\Omega, H)} \tag{21}
\end{align*}
$$

This upper bound is balanced when $T_{\ell}$ are chosen to guarantee

$$
\mathcal{E}=\left\|\mathbb{M}-\mathbb{M}_{L}\right\|_{H} \approx L\left\|\Delta \mathbb{M}_{\ell}-T_{\ell}\right\|_{L^{2}(\Omega, H)}
$$

for all $\ell=1, \ldots, L$ implying

$$
\begin{equation*}
\left\|\mathbb{M}-S_{\mathrm{ML}}\right\|_{L^{2}(\Omega, H)} \lesssim \mathcal{E} \tag{22}
\end{equation*}
$$

Comparing this estimate with (18) we observe that both single and multilevel estimators admit the same upper bound for the mean-square error. However, the multilevel estimator is (potentially) much faster to compute. Indeed, the computational cost of the estimators $T_{\ell}$ is typically determined by the magnitude of the relative error $\operatorname{Rel}\left(\Delta \mathbb{M}_{\ell}, T_{\ell}\right)$. Then the sum in the right-hand side of (21) takes the form

$$
\begin{equation*}
\mathcal{E} \approx \sum_{\ell=1}^{L}\left\|\Delta \mathbb{M}_{\ell}-T_{\ell}\right\|_{L^{2}(\Omega, H)}=\sum_{\ell=1}^{L} \operatorname{Rel}\left(\Delta \mathbb{M}_{\ell}, T_{\ell}\right) \times\left\|\Delta \mathbb{M}_{\ell}\right\|_{H} \tag{23}
\end{equation*}
$$

In view of this representation and the fact $\Delta \mathbb{M}_{\ell} \rightarrow 0$ in $H$ we observe that in the asymptotic regime the estimators $T_{\ell}$ are allowed to have larger relative errors for higher levels $\ell$ than for lower levels, as long as they are balanced with the value $\left\|\Delta \mathbb{M}_{\ell}\right\|_{H}$. Whereas for the single level estimator we have

$$
\begin{equation*}
\mathcal{E} \approx\left\|\mathbb{M}_{L}-S_{L}\right\|_{L^{2}(\Omega, H)}=\operatorname{Rel}\left(\mathbb{M}_{L}, S_{L}\right) \times\left\|\mathbb{M}_{L}\right\|_{H} \tag{24}
\end{equation*}
$$

where $\left\|\mathbb{M}_{L}\right\|_{H}$ is (asymptotically) bounded from below whenever $\mathbb{M} \neq 0$. In other words, the single level estimator have to achieve a small relative error to keep the absolute mean-square error of the estimator small.

Comparing (23) and (24) we observe that the structure of the estimator $S_{\mathrm{ML}}$ built of individual approximations of level corrections $\Delta \mathbb{M}_{\ell}$ has a significant advantage over the estimator $S_{L}$ since it allows to transfer the time consuming computations on high levels $\ell \sim L$ to significantly less demanding computations on lower levels $\ell \sim 1$.

### 3.2 Single and Multilevel Monte Carlo estimators for central statistical moments

In this section we introduce Single and Multilevel Monte Carlo estimators for a central statistical moment $\mathbb{M}^{r}[X]$ of order $r \geq 2$, cf. (12), that will be studied in detail in the forthcoming sections. Recalling the definition (11) of the sample mean $E_{M}[X]$ we introduce a single level estimator

$$
\begin{equation*}
S_{M}^{r}[X]:=\frac{1}{M} \sum_{i=1}^{M}\left(X_{i}-E_{M}[X]\right)^{r}, \tag{25}
\end{equation*}
$$

where the $X_{i}$ are independent and identically distributed (iid) samples of $X$. The estimator (25) is possibly the most natural and intuitive computable sample approximation for $\mathbb{M}^{r}[X]$ with $r \geq 2$. However, as we will prove in Lemma 3 below, the estimator (25) is biased in general. In particular but important cases $r=2$ and 3 , the estimator (25) can be made unbiased with a minor modification. Indeed, the rescaled estimators

$$
\begin{equation*}
\tilde{S}_{M}^{2}[X]:=\frac{M}{M-1} S_{M}^{2}[X], \quad \tilde{S}_{M}^{3}[X]:=\frac{M^{2}}{(M-1)(M-2)} S_{M}^{3}[X], \tag{26}
\end{equation*}
$$

are unbiased, i.e. satisfy $\mathbb{E}\left[\tilde{S}_{M}^{r}[X]\right]=\mathbb{M}^{r}[X]$, for $r=2,3$. One might expect that a multiple of $S_{M}^{r}[X]$ is an unbiased estimator for higher order central moments as well, but already for $r=4$ it holds that

$$
\begin{equation*}
\mathbb{E}\left[S_{M}^{4}[X]\right]=\frac{M-1}{M^{3}}\left(\left(M^{2}-3 M+3\right) \mathbb{M}^{4}[X]+3(2 M-3) \mathbb{M}^{2}[X]^{2}\right) \tag{27}
\end{equation*}
$$

see e.g. $[13,8]$ (in Lemma 3 below we derive a general representation for $\mathbb{E}\left[S_{M}^{r}[X]\right]$ with an arbitrary $r$ ). In this case the unbiased estimate for $\mathbb{M}^{4}[X]$ takes the form

$$
\begin{equation*}
\tilde{S}_{M}^{4}[X]:=\frac{M^{2}}{(M-2)(M-3)}\left(\frac{M+1}{M-1} S_{M}^{4}[X]-3 S_{M}^{2}[X]^{2}\right) . \tag{28}
\end{equation*}
$$

A similar result holds for any $r$ : an unbiased estimator $\tilde{S}_{M}^{r}[X]$ can be built as a weighted sum of $S_{M}^{r}[X]$ with a nonlinear combination of $S_{M}^{2}[X], \ldots, S_{M}^{r-2}[X]$. Such representations for $\tilde{S}_{M}^{r}[X]$ can be obtained for an arbitrary $r$ and used for a single level Monte Carlo estimation of $\mathbb{M}^{r}[X]$. However, an unbiased estimation for $r \geq 4$ may cause some technical difficulties, as we explain below.

Notice that the above description fits into the abstract framework of Section 3.1. Indeed, suppose that $X_{\ell}$ is an approximation to $X$ at level $\ell$, then (16) holds with

$$
\mathbb{M}:=\mathbb{M}^{r}[X], \quad \mathbb{M}_{L}:=\mathbb{M}^{r}\left[X_{L}\right], \quad S_{L}:=S_{M}^{r}\left[X_{L}\right]
$$

We introduce a multilevel estimator

$$
\begin{equation*}
\mathcal{S}_{\mathrm{ML}}^{r}[X]=\sum_{\ell=1}^{L} S_{M_{\ell}}^{r}\left[X_{\ell}\right]-S_{M_{\ell}}^{r}\left[X_{\ell-1}\right], \tag{29}
\end{equation*}
$$

where in the summands $S_{M_{\ell}}^{r}\left[X_{\ell}\right]-S_{M_{\ell}}^{r}\left[X_{\ell-1}\right]$ are built from $M_{\ell}$ pairs of samples $\left(X_{\ell}, X_{\ell-1}\right)_{i}$, both computed for the same realization of input parameters (the same random event $\omega_{i} \in \Omega$ ). This fits into the abstract framework of Section 3.1 with

$$
S_{\mathrm{ML}}:=\mathcal{S}_{\mathrm{ML}}^{r}[X], \quad T_{\ell}:=S_{M_{\ell}}^{r}\left[X_{\ell}\right]-S_{M_{\ell}}^{r}\left[X_{\ell-1}\right] .
$$

Evidently, since the estimator (25) is biased the multilevel estimator (29) is (in general) biased as well, whereas an unbiased estimator can be defined as

$$
\begin{equation*}
\tilde{\mathcal{S}}_{\mathrm{ML}}^{r}[X]=\sum_{\ell=1}^{L} \tilde{S}_{M_{\ell}}^{r}\left[X_{\ell}\right]-\tilde{S}_{M_{\ell}}^{r}\left[X_{\ell-1}\right] . \tag{30}
\end{equation*}
$$

The unbiasedness is an important property in the framework of Monte Carlo estimation. In particular, unbiased estimators $i$ ) have no systematic statistical error
(i.e. are exact in the mean, by definition) and $i i$ ) allow for a sharper and more elegant upper bound for the mean-square error (since unbiasedness enables the usage of orthogonality instead of the triangle inequality). Nonetheless, we consider the estimator (30) as inconvenient for Multilevel Monte Carlo estimation when $r \geq 4$ in view of the following difficulties with its numerical evaluation:

1. The multilevel estimator (29) allows for a general convergence theory for an arbitrary moment order $r$ developed and presented in the this paper. The treatment of unbiased estimators (30) will require a separate analysis for every particular $r$. We refer to [4] for the analysis of the unbiased multilevel sample variance estimators, cf. (30) with $r=2$.
2. Though the unbiased estimator (30) has no systematic statistical error, whereas the estimator (29) does not enjoy this property, it remains unclear which of the terms yields the smaller mean-square error.
3. A straight forward evaluation of $\tilde{S}_{M_{\ell}}^{r}\left[X_{\ell}\right]$ requires evaluation of $S_{M_{\ell}}^{r}\left[X_{\ell}\right]$ as an intermediate step. Possibly, no further post-processing is needed when the approximation $S_{M_{\ell}}^{r}\left[X_{\ell}\right]$ is good enough.
As we will see in Section 5, the estimate for the MSE of $\mathcal{S}_{\mathrm{ML}}^{r}[X]$ requires estimates for

$$
\begin{equation*}
\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}[Y]-\mathbb{E}\left[S_{M}^{r}[X]-S_{M}^{r}[Y]\right]\right\|_{H} \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}\left(S_{M}^{r}[X]-S_{M}^{r}[Y]\right), \tag{32}
\end{equation*}
$$

as an intermediate step, which is similar to the multilevel sample mean estimators, analyzed e.g. in $[2,6]$. The situation we face in the present work is more complicated in two ways. Firstly, as discussed above, the estimator (29) is biased and thus a special care should be paid to the control of the bias. Secondly, the summands in the sample mean estimator $E_{M}[X]=\frac{1}{M} \sum_{i=1}^{M} X_{i}$ are uncorrelated by construction, implying $\mathcal{C}\left[X_{i}, X_{j}\right]=0$ whenever $i \neq j$. This is no longer true for the estimator (25), i.e. in general

$$
\mathcal{C}\left[\left(X_{i}-\frac{1}{M} \sum_{k=1}^{M} X_{k}\right)^{r},\left(X_{j}-\frac{1}{M} \sum_{k=1}^{M} X_{k}\right)^{r}\right] \neq 0, \quad i \neq j .
$$

This leads to a more complicated estimation of the variance for the higher order moment case compared to sample mean estimation, see [4] for the estimation of the sample variance.

We remark that, as a by-product of our error analysis, by choosing $Y=0$ in (31) and (32) we immediately obtain upper bounds for the Single Level MC estimator $S_{M}^{r}[X]$, cf. [13, p. 348-349] for a related estimate in the special case when $X: \Omega \rightarrow H$ is a real-valued random variable, i.e. $H=\mathbb{R}$. We refer to Corollary 1 below for the rigorous formulation of this result.

## 4 Single Level Monte Carlo Approximation

Throughout this section we work with random fields $X, X_{L}, Y: \Omega \rightarrow H$ with $H$ the Hilbert space $\mathbb{R}$ or $W^{s, 2}(D)$ and $B^{p}$ be the Banach space $\mathbb{R}$ or $W^{s, p}(D)$ respectively. Throughout this section we assume that for a fixed integer $r \geq 2$
there holds $X, X_{L}, Y \in L^{2 r}\left(\Omega, B^{2 r}\right)$. This condition guarantees that the first $r$ central moments are well defined in $H$. We derive upper bounds for (31) and (32), and thereby, as indicated in Section 3, an upper bound for the MSE of the Single and the Multilevel Monte Carlo estimators.

### 4.1 Preliminary results

Let us denote by $\hat{\Lambda}_{M}^{r}:=\{1, \ldots, M\}^{r}$ the set of multiindices with $r$ integer components ranging (independently from each other) from 1 to $M$ and consider its subset $\Lambda_{M}^{r} \subset \hat{\Lambda}_{M}^{r}$ containing all multiindices with no unique components, i.e.

$$
\begin{equation*}
\Lambda_{M}^{r}:=\left\{\underline{j} \in \hat{\Lambda}_{M}^{r} \mid \forall k \exists \ell \neq k: j_{k}=j_{\ell}\right\} \tag{33}
\end{equation*}
$$

This abstract index set will allow for an easy representation and further handling of correlations of multiple centered iid random fields. In particular, suppose $X$ is a sufficiently smooth random field and let $\left\{X_{i}\right\}_{i=1}^{M}$ be iid samples of $X$. Denote $\bar{X}:=X-\mathbb{E}[X]$. For $\underline{j}=\left(j_{1}, \ldots, j_{r}\right) \in \hat{\Lambda}_{M}^{r}$ we introduce the product

$$
\begin{equation*}
\bar{X}_{\underline{j}}:=\prod_{k=1}^{r} \bar{X}_{j_{k}} . \tag{34}
\end{equation*}
$$

Evidently, for the multiindex $\underline{j} \in \hat{\Lambda}_{M}^{r} \backslash \Lambda_{M}^{r}$ whose $\nu$-th component has a unique value it holds that

$$
\begin{equation*}
\mathbb{E}\left[\bar{X}_{\underline{j}}\right]=\mathbb{E}\left[\bar{X}_{\nu}\right] \mathbb{E}\left[\prod_{k=1, k \neq \nu}^{r} \bar{X}_{j_{k}}\right]=0 \tag{35}
\end{equation*}
$$

since $\left\{\bar{X}_{i}\right\}_{i=1}^{M}$ are iid realizations of the centered random field $\bar{X}$. Moreover, any two $r$-multiindices $\underline{j}, \underline{j}^{\prime} \in \hat{\Lambda}_{M}^{r}$ and their concatenation $\left(\underline{j}, \underline{j}^{\prime}\right) \in \hat{\Lambda}_{M}^{2 r}$ it necessarily holds that

$$
\begin{equation*}
\mathcal{C}\left(\bar{X}_{\underline{j}}, \bar{X}_{\underline{j}^{\prime}}\right)=0 \tag{36}
\end{equation*}
$$

once $\left(\underline{j}, \underline{j}^{\prime}\right) \in \hat{\Lambda}_{M}^{2 r} \backslash \Lambda_{M}^{2 r}$. This can be seen easily for $H=\mathbb{R}, H=L^{2}(D)$ and $H=\overline{H^{1}}(D)$, and actually any other Hilbertian Sobolev space $W^{k, 2}(D)$. Equation (36) also holds true if there exist no $\nu, \mu$ such that $\underline{j}_{\nu}=\underline{j}_{\mu}^{\prime}$, since in this case $\bar{X}_{\underline{j}}$ and $\bar{X}_{\underline{j^{\prime}}}$ are independent random fields.
Lemma 1 The cardinality of the set $\Lambda_{M}^{r}$ defined in (33) admits the upper bound

$$
\begin{equation*}
\left|\Lambda_{M}^{r}\right| \leq(r-1)^{r-1} M^{\left\lfloor\frac{r}{2}\right\rfloor} . \tag{37}
\end{equation*}
$$

Proof We claim that for integer $M$ and $r \geq 2$ there holds the representation

$$
\begin{equation*}
\left|\Lambda_{M}^{r}\right|=M\left(1+\sum_{k=1}^{r-3}\binom{r-1}{k}\left|\Lambda_{M-1}^{r-k-1}\right|\right) \tag{38}
\end{equation*}
$$

To show this, we count the number of multiindices $\underline{i}=\left(i_{1}, \ldots, i_{r}\right) \in \Lambda_{M}^{r}$ involving combinatorial arguments. Assume that the first component $i_{1}$ is fixed (the multiplier $M$ appears in (38) since $i_{1}$ may take $M$ distinct values). Considering the sum
in the parenthesis we observe that its $k$-th term represents the number of indices in $\Lambda_{M}^{r}$, for which there exist $2 \leq j_{1}<\ldots<j_{k} \leq r$ with $i_{1}=i_{j_{1}}=\ldots=i_{j_{k}}$ and all other indices are different from $i_{1}$. To see this, we notice that there are $\binom{r-1}{k}$ different possibilities to choose $j_{1}, \ldots, j_{k}$. Moreover, there are $r-k$ remaining components distinct from $i_{1}$, containing no unique values (otherwise there would be a contradiction to the definition of $\Lambda_{M}^{r}$ ). Therefore there are precisely $\left|\Lambda_{M-1}^{r-k-1}\right|$ admissible combinations for the remaining components. The summands with $k=0$ and $k=r-2$ have no contribution to the sum since they both correspond to multiindices with at least one unique component value. The case $k=r-1$ implies that all components of $\underline{i}$ coincide with the fixed $i_{1}$ and there is only one such multiindex. Thus, (38) is proved.

We have $\left|\Lambda_{M}^{1}\right|=0$ and $\left|\Lambda_{1}^{r}\right|=1$ for $r>1$. Let the statement of the lemma hold true for any $M-1$ and $1 \leq s<r$. Then we have

$$
\begin{aligned}
\left|\Lambda_{M}^{r}\right| & =M\left(1+\sum_{k=1}^{r-3}\binom{r-1}{k}\left|\Lambda_{M-1}^{r-k-1}\right|\right) \\
& \leq M\left(1+\sum_{k=1}^{r-3}\binom{r-1}{k}(r-k-2)^{r-k-2}(M-1)^{\left\lfloor\frac{r-k-1}{2}\right\rfloor}\right)
\end{aligned}
$$

The statement of the lemma follows by the estimate $\binom{r}{k} \leq r^{k}$ and

$$
\left|\Lambda_{M}^{r}\right| \leq M\left(1+\sum_{k=1}^{r-3}(r-1)^{r-2} M^{\left\lfloor\frac{r-k-1}{2}\right\rfloor}\right) \leq(r-1)^{r-1} M^{\left\lfloor\frac{r}{2}\right\rfloor}
$$

Lemma 2 Let $X, Y: \Omega \rightarrow H$ be two random variables with $H$ the Hilbert space $\mathbb{R}$ or $W^{s, 2}(D)$ and $B^{p}$ be the Banach space $\mathbb{R}$ or $W^{s, p}(D)$ respectively. Furthermore let $r \geq 2$ and $1 \leq p \leq q(r-1) \leq \infty$ be such that $\frac{1}{p}+\frac{1}{q}=1$ and $X, Y \in L^{2 q(r-1)}\left(\Omega, B^{2 q(r-\overline{1})}\right)$. Let $\underline{j} \in \mathbb{N}^{r}$ and $X_{\underline{j}}, Y_{\underline{j}}$ as defined in (34). Then it holds that

$$
\begin{equation*}
\left\|\mathbb{E}\left[X_{\underline{j}}-Y_{\underline{j}}\right]\right\|_{H} \leq\left\|X_{\underline{j}}-Y_{\underline{j}}\right\|_{2} \leq \mathcal{K}(X, Y, r) \tag{39}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{K}(X, Y, r):=\|X-Y\|_{2 p} \times c_{H}^{r-1} \min ( & r \max \left\{\|X\|_{2 q(r-1)}^{r-1},\|Y\|_{2 q(r-1),}^{r-1}\right\}, \\
& \left.\left(\|X\|_{2 q(r-1)}+\|Y\|_{2 q(r-1)}\right)^{r-1}\right),
\end{aligned}
$$

with $c_{H}$ the Hölder constant from inequality (7).
Proof The first inequality in (39) follows by Jensen's inequality. For the second inequality we need the following identity

$$
\begin{equation*}
\prod_{i=1}^{r} a_{i}-\prod_{i=1}^{r} b_{i}=\sum_{i=1}^{r}\left(a_{i}-b_{i}\right) \prod_{k=1}^{i-1} a_{k} \prod_{k=i+1}^{r} b_{k} . \tag{40}
\end{equation*}
$$

Applying (40) and the Hölder inequality (9) gives us

$$
\begin{align*}
\left\|X_{\underline{j}}-Y_{\underline{j}}\right\|_{2} & =\left\|\sum_{i=1}^{r}\left(X_{j_{i}}-Y_{j_{i}}\right) \prod_{k=1}^{i-1} X_{j_{k}} \prod_{k=i+1}^{r} Y_{j_{k}}\right\|_{2}  \tag{41}\\
& \leq \sum_{i=1}^{r} c_{H}^{r-1}\|X-Y\|_{2 p}\|X\|_{2 q(r-1)}^{i-1}\|Y\|_{2 q(r-1)}^{r-i} .
\end{align*}
$$

Estimating the sum with

$$
\begin{aligned}
\sum_{i=1}^{r}\|X\|_{2 q(r-1)}^{i-1}\|Y\|_{2 q(r-1)}^{r-i} \leq \min ( & r \max \left\{\|X\|_{2 q(r-1)}^{r-1},\|Y\|_{2 q(r-1)}^{r-1}\right\} \\
& \left.\left(\|X\|_{2 q(r-1)}+\|Y\|_{2 q(r-1)}\right)^{r-1}\right)
\end{aligned}
$$

completes the proof.
4.2 Estimation of the building blocks (31) and (32)

In this section we obtain upper bounds for (31) and (32) required later on in convergence theorem for the multilevel estimator in the forthcoming Section 5. The following notation will be essential in the forthcoming analysis. Let $r \geq 2$ be an integer and $1 \leq k \leq r$. Denote $m:=\min (k+1, r)$. For an $m$-multiindex $\underline{j}=\left(j_{1}, \ldots, j_{m}\right) \in \Lambda_{M}^{m}$ we define its extension to an $r$-multiindex by

$$
\mathcal{E}(\underline{j})=\left\{\begin{array}{cl}
(j_{1}, \ldots, j_{k}, \underbrace{j_{k+1}, \ldots, j_{k+1}}_{r-k \text { times }}), & k<r,  \tag{42}\\
\left(j_{1}, \ldots, j_{r}\right), & k=r,
\end{array}\right.
$$

Notice the alternative expression: $m=k+1-\delta_{k, r}$ where $\delta_{k r}$ is the Dirac delta. These definitions and notation (34) allow for a compact representation of the sample estimator (25) as a sum products. Indeed, opening the brackets in (25) we observe

$$
\begin{equation*}
S_{M}^{r}[X]=\sum_{k=0}^{r} \frac{(-1)^{k}}{M^{k+1-\delta_{k, r}}}\binom{r}{k} \sum_{\underline{j} \in \hat{\Lambda}_{M}^{k+1-\delta_{k, r}}} X_{\mathcal{E}(\underline{j})} . \tag{43}
\end{equation*}
$$

The following lemma provides the quantitative structure for the bias of the estimator $S_{M}^{r}[X]$.
Lemma 3 Suppose $X$ is a sufficiently smooth random field so that its statistical moments of any order up to $r \geq 2$ exist. Then it holds that

$$
\begin{align*}
\mathbb{E}\left[S_{M}^{r}[X]\right] & =\mathbb{M}^{r}[X]+M^{-1}\left(\frac{r(r-1)}{2} \mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]-r \mathbb{M}^{r}[X]\right)+\mathcal{R} \\
\mathcal{R} & =\left\{\begin{array}{cl}
0, & r=2, \\
2 M^{-2} \mathbb{M}^{3}[X], & r=3, \\
\sum_{j \in \Lambda_{M}^{r}} c(\underline{j}, M, r) \mathbb{E}\left[\bar{X}_{\underline{j}}\right], & r \geq 4,
\end{array}\right. \tag{44}
\end{align*}
$$

where the constants $c(\underline{j}, M, r)$ are independent of $X$. This set of constants is nonunique, however, there exist $c(\underline{j}, M, r)$ such that for $r \geq 4$

$$
\begin{equation*}
\sum_{\underline{j} \in \Lambda_{M}^{r}}|c(\underline{j}, M, r)| \leq 2 \sum_{k=3}^{r-2} M^{-\left\lceil\frac{k}{2}\right\rceil}\binom{r}{k}(k-1)^{k-1}+(r-1)^{r} M^{-\left\lceil\frac{r}{2}\right\rceil} \tag{45}
\end{equation*}
$$

Proof We assume w.l.o.g. that $\mathbb{E}[X] \equiv \mathbb{M}^{1}[X]=0$, since estimator $S_{M}^{r}[X]$ and central moments are independent of the value $\mathbb{E}[X]$. Notice that (44) is satisfied when $r=2$. Indeed, (45) implies that the sum over $j \in \Lambda_{M}^{2}$ vanish and therefore, since $\mathbb{M}^{0}[X] \equiv 1$, the identity (44) is equivalent to

$$
\begin{equation*}
\mathbb{E}\left[S_{M}^{2}[X]\right]=\mathbb{M}^{2}[X]+M^{-1}\left(\mathbb{M}^{0}[X] \mathbb{M}^{2}[X]-2 \mathbb{M}^{2}[X]\right)=\frac{M-1}{M} \mathbb{M}^{2}[X] \tag{46}
\end{equation*}
$$

Analogously, for $r=3$ the estimate (44) is equivalent to

$$
\begin{equation*}
\mathbb{E}\left[S_{M}^{3}[X]\right]=\mathbb{M}^{3}[X]-\frac{3}{M} \mathbb{M}^{3}[X]+\frac{2}{M^{2}} \mathbb{M}^{3}[X] \tag{47}
\end{equation*}
$$

and for $r=4$ we have

$$
\begin{align*}
\mathbb{E}\left[S_{M}^{4}[X]\right]= & \mathbb{M}^{4}[X]+\frac{1}{M}\left(6 \mathbb{M}^{2}[X]^{2}-4 \mathbb{M}^{4}[X]\right)+\frac{1}{M^{2}}\left(6 \mathbb{M}^{4}[X]-15 \mathbb{M}^{2}[X]^{2}\right) \\
& +\frac{1}{M^{3}}\left(9 \mathbb{M}^{2}[X]^{2}-3 \mathbb{M}^{4}[X]\right) \tag{48}
\end{align*}
$$

Representations (46), (47) and (48) hold true in view of (26),(27) and the assertion of the lemma follows for $2 \leq r \leq 4$. It remains to prove (44) and (45) for the case $r \geq 5$. Taking the expectation value of (43) we obtain

$$
\begin{equation*}
\mathbb{E}\left[S_{M}^{r}[X]\right]=\sum_{k=0}^{r} A_{k} \tag{49}
\end{equation*}
$$

where for $m:=k+1-\delta_{k, r}$

$$
\begin{equation*}
A_{k}:=\frac{(-1)^{k}}{M^{m}}\binom{r}{k} \sum_{\underline{j} \in \hat{\Lambda}_{M}^{m}}^{M} \mathbb{E}\left[X_{\mathcal{E}(\underline{j})}\right] \tag{50}
\end{equation*}
$$

By virtue of (35) we observe $\mathbb{E}\left[X_{\mathcal{E}(\underline{j})}\right]=0$ for $\mathcal{E}(\underline{j}) \notin \Lambda_{M}^{r}$ and thus

$$
\begin{align*}
& A_{0}=\frac{1}{M} \sum_{j_{1}=1}^{M} \mathbb{E}\left[X_{j_{1}}^{r}\right]=\mathbb{M}^{r}[X], \\
& A_{1}=\frac{-1}{M^{2}} \sum_{j_{1}, j_{2}=1}^{M}\binom{r}{1} \mathbb{E}\left[X_{j_{1}} X_{j_{2}}^{r-1}\right]=-\frac{r}{M} \mathbb{M}^{r}[X]  \tag{51}\\
& A_{2}=\cdots=\frac{1}{M^{2}}\binom{r}{2}\left(\mathbb{M}^{r}[X]+(M-1) \mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]\right)
\end{align*}
$$

This yields

$$
\begin{align*}
\mathbb{E}\left[S_{M}^{r}[X]\right] & =\mathbb{M}^{r}[X]+M^{-1}\left(\frac{r(r-1)}{2} \mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]-r \mathbb{M}^{r}[X]\right)+R \\
R & =\frac{1}{M^{2}} \frac{r(r-1)}{2}\left(\mathbb{M}^{r}[X]-\mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]\right)+\sum_{k=3}^{r} A_{k} \tag{52}
\end{align*}
$$

where the remainder can be written as

$$
R=\mathcal{R}=\sum_{\underline{j} \in \Lambda_{M}^{r}} c(\underline{j}, M, r) \mathbb{E}\left[X_{\underline{j}}\right]
$$

for some $c(\underline{j}, M, r) \in \mathcal{O}\left(M^{-2}\right)$ independent of $X$. This implies the representation (44). It remains to prove (45). For this we observe

$$
\begin{gather*}
A_{r}=\left(\frac{-1}{M}\right)^{r} \sum_{\underline{j} \in \Lambda_{M}^{r}} \mathbb{E}\left[X_{\underline{j}}\right], \\
A_{r-1}=\frac{(-1)^{r-1}}{M^{r}} r \sum_{\underline{j} \in \Lambda_{M}^{r}} \mathbb{E}\left[X_{\underline{j}}\right], \\
A_{3}=\frac{-1}{M^{4}}\binom{r}{3} \sum_{j_{1}, \ldots, j_{4}=1}^{M} \mathbb{E}\left[X_{j_{1}} X_{j_{2}} X_{j_{3}} X_{j_{4}}^{r-3}\right]  \tag{53}\\
=\frac{-1}{M^{3}}\binom{r}{3}\left(\mathbb{M}^{r}[X]+(M-1) \mathbb{M}^{r-3}[X] \mathbb{M}^{3}[X]+3(M-1) \mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]\right)
\end{gather*}
$$

Defining $c(\underline{j}, M, r)$ naturally as given by the definition of $A_{k}(50)$, neglecting the sign and using (53) we derive the upper bound

$$
\begin{aligned}
\sum_{\underline{j} \in \Lambda_{M}^{r}}|c(\underline{j}, M, r)| \leq & \frac{2}{M^{2}}\binom{r}{2}+\frac{4}{M^{2}}\binom{r}{3} \\
& +\sum_{k=4}^{r-2} M^{-k-1}\binom{r}{k} \sum_{\underline{j} \in \hat{\Lambda}_{M}^{k+1}: \mathcal{E}(\underline{j}) \in \Lambda_{M}^{r}} 1 \\
& +(r-1) M^{-r}\left|\Lambda_{M}^{r}\right| .
\end{aligned}
$$

We claim that for $4 \leq k \leq r-2$ the cardinality of the index set $\left\{\underline{j} \in \hat{\Lambda}_{M}^{k+1}: \mathcal{E}(\underline{j}) \in\right.$ $\left.\Lambda_{M}^{r}\right\}$ admits the representation

$$
\begin{equation*}
\sum_{\underline{j} \in \hat{\Lambda}_{M}^{k+1}: \mathcal{E}(\underline{j}) \in \Lambda_{M}^{r}} 1=M\left(\left|\Lambda_{M}^{k}\right|+k\left|\Lambda_{M-1}^{k-1}\right|\right) \tag{54}
\end{equation*}
$$

To prove this we denote by $\underline{j}^{\prime}$ the first $k$ components of $\underline{j}=\left(\underline{j}^{\prime}, j_{k+1}\right)$. If $\underline{j}^{\prime} \in \Lambda_{M}^{k}$, then also $\mathcal{E}(\underline{j}) \in \Lambda_{M}^{r}$. In the case $\underline{j}^{\prime} \notin \Lambda_{M}^{k}$ and $\mathcal{E}(\underline{j}) \in \Lambda_{M}^{r}$ there exists exactly one component $\bar{j}_{\ell}, 1 \leq \ell \leq k$, such that $j_{\ell} \neq j_{i}$ for $1 \leq i \leq k, i \neq \ell$ and $j_{\ell}=j_{k+1}$. Thus
the identity (54) follows by the counting argument similar to the proof of Lemma 1. Utilizing the estimate (37) we get the upper bound

$$
\begin{aligned}
\sum_{k=4}^{r-2} \frac{1}{M^{k}}\binom{r}{k} & \left(\left|\Lambda_{M}^{k}\right|+k\left|\Lambda_{M-1}^{k-1}\right|\right) \\
& \leq \sum_{k=4}^{r-2} \frac{1}{M^{k}}\binom{r}{k}\left((k-1)^{k-1} M^{\left\lfloor\frac{k}{2}\right\rfloor}+k(k-2)^{k-2}(M-1)^{\left\lfloor\frac{k-1}{2}\right\rfloor}\right) \\
& \leq \sum_{k=4}^{r-2} 2 M^{-\left\lceil\frac{k}{2}\right\rceil}\binom{r}{k}(k-1)^{k-1} .
\end{aligned}
$$

Moreover, it holds that

$$
\frac{2}{M^{2}}\binom{r}{2}+\frac{4}{M^{2}}\binom{r}{3} \leq 2 M^{-2}\binom{r}{3} 2^{2}, \quad(r-1) M^{-r}\left|\Lambda_{M}^{r}\right| \leq M^{-\left\lceil\frac{r}{2}\right\rceil}(r-1)^{r}
$$

and thereby the proof is complete.
Lemma 4 Let $X, Y: \Omega \rightarrow H$ be two sufficiently smooth random variables with $H$ the Hilbert space $\mathbb{R}$ or $W^{s, 2}(D)$. For $r \geq 2$ the estimate

$$
\begin{equation*}
\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}[Y]-\mathbb{E}\left[S_{M}^{r}[X]-S_{M}^{r}[Y]\right]\right\|_{H} \leq \frac{r(r+1)}{2 M}\left(1+\varepsilon_{b}(M, r)\right) \mathcal{K}(\bar{X}, \bar{Y}, r) \tag{55}
\end{equation*}
$$

holds, where $\mathcal{K}(\bar{X}, \bar{Y}, r)$ is the upper bound in Lemma 2. We have $\varepsilon_{b}(M, r) \in \mathcal{O}\left(M^{-1}\right)$ and for $r>3$ the estimate holds for

$$
\begin{equation*}
\varepsilon_{b}(M, r)=\frac{2}{r(r+1)}\left(2 \sum_{k=3}^{r-2} M^{-\left\lceil\frac{k}{2}\right\rceil+1}\binom{r}{k}(k-1)^{k-1}+(r-1)^{r} M^{-\left\lceil\frac{r}{2}\right\rceil}\right) \tag{56}
\end{equation*}
$$

and $\varepsilon_{b}(M, r)=0$ for $r=2,3$.
Proof Assume w.l.o.g. that $\mathbb{E}[X]=\mathbb{E}[Y]=0$. Then by Lemma 3 and the triangle inequality, we obtain

$$
\begin{aligned}
\| \mathbb{M}^{r}[X] & -\mathbb{M}^{r}[Y]-\mathbb{E}\left[S_{M}^{r}[X]-S_{M}^{r}[Y]\right] \|_{H} \\
\leq & M^{-1} \frac{r(r-1)}{2}\left\|\mathbb{M}^{r-2}[X] \mathbb{M}^{2}[X]-\mathbb{M}^{r-2}[Y] \mathbb{M}^{2}[Y]\right\|_{H} \\
\quad+ & M^{-1} r\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}[Y]\right\|_{H}+\sum_{\underline{j} \in \Lambda_{M}^{r}} \mid c(\underline{j}, M, r)\left\|\mathbb{E}\left[X_{\underline{j}}-Y_{\underline{j}}\right]\right\|_{H}
\end{aligned}
$$

We first apply Lemma 2 to estimate the norms in $H$ and then Lemma 3 to bound the sum over $\Lambda_{M}^{r}$ and gain $\varepsilon_{b}$ for $r>3$. For $r=2,3$ we have $\varepsilon_{b}(r)=0$ due to (46) and (47). Thus the Lemma is proved.

Lemma 5 Let $X, Y: \Omega \rightarrow H$ be two sufficiently smooth random variables with $H$ the Hilbert space $\mathbb{R}$ or $W^{s, 2}(D)$. For $r \geq 2$ the estimate

$$
\begin{equation*}
\mathcal{V}\left(S_{M}^{r}[X]-S_{M}^{r}[Y]\right) \leq M^{-1}(r+1)^{2}\left(1+\varepsilon_{v}(M, r)\right) \mathcal{K}(\bar{X}, \bar{Y}, r)^{2} \tag{57}
\end{equation*}
$$

holds, where $\mathcal{K}(\bar{X}, \bar{Y}, r)$ is the upper bound in Lemma 2. We have $\varepsilon_{v}(M, r) \in \mathcal{O}\left(M^{-1}\right)$ and for $r>3$ the estimate holds for

$$
\begin{align*}
\varepsilon_{v}(M, r)= & \frac{3}{(r+1)^{2}} \sum_{\substack{k, k^{\prime}=0, k+k^{\prime}>2}}^{r}\left(k+k^{\prime}-1\right)^{k+k^{\prime}-1}\binom{r}{k}\binom{r}{k^{\prime}} M^{-\left\lceil\frac{k+k^{\prime}}{2}\right\rceil+1}  \tag{58}\\
& +\frac{5 r^{2}-4 r}{(r+1)^{2}} M^{-1}
\end{align*}
$$

Furthermore we have $\varepsilon_{v}(M, 2)=0$ and

$$
\varepsilon_{v}(M, 3)=\frac{1}{16}\left(\frac{57}{M}+\frac{55}{M^{2}}+\frac{-120}{M^{3}}+\frac{28}{M^{4}}\right)
$$

Proof Let us assume w.l.o.g. $\mathbb{E}[X]=\mathbb{E}[Y]=0$ and consider the case $r>3$. First, using (43) we obtain

$$
\mathcal{V}\left(S_{M}^{r}[X]-S_{M}^{r}[Y]\right)=\mathcal{C}\left(S_{M}^{r}[X]-S_{M}^{r}[Y], S_{M}^{r}[X]-S_{M}^{r}[Y]\right)=\sum_{k, k^{\prime}=0}^{r} s_{k, k^{\prime}}
$$

where

$$
\begin{aligned}
s_{k, k^{\prime}}= & \sum_{k, k^{\prime}=0}^{r} \frac{(-1)^{k+k^{\prime}}}{M^{m+m^{\prime}}}\binom{r}{k}\binom{r}{k^{\prime}} \\
& \times \sum_{\underline{j} \in \Lambda_{M}^{m}} \sum_{\underline{j}^{\prime} \in \Lambda_{M}^{m}} \mathcal{C}\left(X_{\mathcal{E}(\underline{j})}-Y_{\mathcal{E}(\underline{j})}, X_{\mathcal{E}\left(\underline{j}^{\prime}\right)}-Y_{\mathcal{E}\left(\underline{j}^{\prime}\right)}\right)
\end{aligned}
$$

and $m=k+1-\delta_{k r}$ and $m^{\prime}=k^{\prime}+1-\delta_{k^{\prime} r}$. We start by considering the summands of the order $\mathcal{O}\left(M^{-2}\right)$, i.e. $s_{k, k^{\prime}}$ with $k+k^{\prime}>2$. Estimating the absolute value of each summand with equation (36), the Cauchy-Schwartz inequality and Lemma 2 leads to

$$
\begin{equation*}
\left|s_{k, k^{\prime}}\right| \leq \frac{1}{M^{m+m^{\prime}}}\binom{r}{k}\binom{r}{k^{\prime}} \mathcal{K}(X, Y, r)^{2} S\left(m, m^{\prime}\right) \tag{59}
\end{equation*}
$$

with

$$
\begin{equation*}
S\left(m, m^{\prime}\right):=\sum_{\substack{\underline{j} \in \hat{S}_{M}^{m}, \underline{j}^{\prime} \in \hat{\Lambda}_{M}^{m^{\prime}}: \\\left(\mathcal{E}(\underline{j}), \mathcal{E}\left(\underline{j}^{\prime}\right)\right) \in \Lambda_{M}^{2 n}}} 1 . \tag{60}
\end{equation*}
$$

We have

$$
\begin{equation*}
S(r, r)=\left|\Lambda_{M}^{2 r}\right| \leq(2 r-1)^{2 r-1} M^{r} \tag{61}
\end{equation*}
$$

and for $k<r-1$
$S(r, k+1)=S(k+1, r)=M\left(\left|\Lambda_{M}^{r+k}\right|+k\left|\Lambda_{M-1}^{r+k-1}\right|\right) \leq 2(r+k-1)^{r+k-1} M^{\left\lfloor\frac{r+k}{2}\right\rfloor+1}$, which can be proved similarly to (54). Finally, in the case $k, k^{\prime}<r-1$ we have

$$
\begin{aligned}
S\left(k+1, k^{\prime}+1\right)= & M^{2}\left|\Lambda_{M}^{k+k^{\prime}}\right|+M\left(k+k^{\prime}\right)\left|\Lambda_{M-1}^{k+k^{\prime}-1}\right|+2 M(M-1)\left(k+k^{\prime}\right)\left|\Lambda_{M-1}^{k+k^{\prime}-1}\right| \\
& +2 M(M-1)\binom{k+k^{\prime}}{2}\left|\Lambda_{M-2}^{k+k^{\prime}-2}\right|
\end{aligned}
$$

Again we use a similar argumentation to prove this identity. Let us consider $\underline{j}=$ $\left(\underline{\hat{\jmath}}, j_{k+1}\right)$ and $\underline{j}^{\prime}=\left(\underline{\hat{\jmath}}, j_{k^{\prime}+1}^{\prime}\right)$.

- When $\left(\underline{\hat{\jmath}}, \underline{\jmath^{\prime}}\right) \in \Lambda_{M}^{k+k^{\prime}}$, the components $j_{k+1}$ and $j_{k^{\prime}+1}^{\prime}$ may take any value between 1 and $M$, resulting in $M^{2}\left|\Lambda_{M}^{k+k^{\prime}}\right|$ possible combinations.
- If there exists exactly one component in the concatenated multiindex ( $\underline{\hat{\jmath}}, \underline{\hat{J}^{\prime}}$ ) occurring only ones, it has to coincide with $j_{k+1}$ or $j_{k^{\prime}+1}^{\prime}$. If $j_{k+1}=j_{k^{\prime}+1}^{\prime}$ there exist $M\left(k+k^{\prime}\right)\left|\Lambda_{M-1}^{k+k^{\prime}-1}\right|$ admissible combinations, in the case $j_{k+1} \neq j_{k^{\prime}+1}^{\prime}$ there exist $2 M(M-1)\left(k+k^{\prime}\right)\left|\Lambda_{M-1}^{k+k^{\prime}-1}\right|$ combinations.
- For two indices occurring just once, one has to be equal to $j_{k+1}$ and the other

Thus the identity for $S\left(k+1, k^{\prime}+1\right)$ is proved and by (37) we get the estimate

$$
\begin{aligned}
S\left(k+1, k^{\prime}+1\right) & \leq\left(1+M^{-1}+2\left(1-M^{-1}\right)+M^{-1}\right)\left(k+k^{\prime}-1\right)^{k+k^{\prime}-1} M^{\left\lfloor\frac{k+k^{\prime}}{2}\right\rfloor+2} \\
& =3\left(k+k^{\prime}-1\right)^{k+k^{\prime}-1} M^{\left\lfloor\frac{k+k^{\prime}}{2}\right\rfloor+2}
\end{aligned}
$$

This leads for all $m, m^{\prime}$ to the estimate

$$
M^{-m-m^{\prime}} S\left(m, m^{\prime}\right) \leq 3\left(k+k^{\prime}-1\right)^{k+k^{\prime}-1} M^{\left\lceil-\frac{k+k^{\prime}}{2}\right\rceil}
$$

Thus we have

$$
\begin{align*}
& \sum_{\substack{k, k^{\prime}=0 \\
k+k^{\prime}>2}}^{r} s_{k, k^{\prime}} \leq \sum_{\substack{k, k^{\prime}=0 \\
k+k^{\prime}>2}}^{r} 3\left(k+k^{\prime}-1\right)^{k+k^{\prime}-1}  \tag{62}\\
& \times\binom{ r}{k}\binom{r}{k^{\prime}} M^{-\left\lceil\frac{k+k^{\prime}}{2}\right\rceil} \mathcal{K}^{\mathcal{K}(X, Y, r)^{2} .}
\end{align*}
$$

It remains to estimate the summands with $k+k^{\prime} \leq 2$. For $k=k^{\prime}=0$ we have

$$
s_{0,0}=\frac{1}{M^{2}} \sum_{j, j^{\prime}=1}^{M} \mathcal{C}\left(X_{j}^{r}-Y_{j}^{r}, X_{j^{\prime}}^{r}-Y_{j^{\prime}}^{r}\right)=\frac{1}{M} \mathcal{V}\left(X^{r}-Y^{r}\right) \leq \frac{1}{M} \mathcal{K}(X, Y, r)^{2},
$$

since $\mathcal{C}\left(X_{j}^{r}-Y_{j}^{r}, X_{j^{\prime}}^{r}-Y_{j^{\prime}}^{r}\right)=0$ for $j \neq j^{\prime}$. In the case $k=1, k^{\prime}=0$ we gain

$$
s_{1,0}=\frac{-r}{M^{3}} \sum_{j_{1}, j_{2}, j^{\prime}=1}^{M} \mathcal{C}\left(X_{j_{1}} X_{j_{2}}^{r-1}-Y_{j_{1}} Y_{j_{2}}^{r-1}, X_{j^{\prime}}^{r}-Y_{j^{\prime}}^{r}\right)
$$

The summands vanish for $j_{1} \neq j^{\prime}$. Thus we have

$$
\left|s_{1,0}+s_{0,1}\right| \leq \frac{2 r}{M} \mathcal{K}(X, Y, r)^{2} .
$$

For $k=2, k^{\prime}=0$ we have

$$
s_{2,0}=\frac{1}{M^{4}}\binom{r}{2} \sum_{j_{1}, j_{2}, j_{3}, j^{\prime}=1}^{M} \mathcal{C}\left(X_{j_{1}} X_{j_{2}} X_{j_{3}}^{r-2}-Y_{j_{1}} Y_{j_{2}} Y_{j_{3}}^{r-2}, X_{j^{\prime}}^{r}-Y_{j^{\prime}}^{r}\right) .
$$

The summands are only nonzero when i) $j_{3}=j^{\prime}$ implying $j_{1}=j_{2}$ or ii) $j_{3} \neq j^{\prime}$ falling apart in three sub-cases:

$$
\left(j_{1}=j_{2}=j^{\prime} \neq j_{3}\right) \quad \text { or } \quad\left(j_{1}=j_{3} \neq j_{2}=j^{\prime}\right) \quad \text { or } \quad\left(j_{2}=j_{3} \neq j_{1}=j^{\prime}\right)
$$

Case ${ }^{i}$ ) results in $M^{2}$ admissible combinations, whereas the sub-cases of case $i i$ ) result in $M(M-1)$ admissible combinations each. Thus we have

$$
\left|s_{2,0}+s_{0,2}\right| \leq \frac{r(r-1)(4 M-3)}{M^{3}} \mathcal{K}(X, Y, r)^{2} .
$$

The remaining term is

$$
s_{1,1}=\frac{r^{2}}{M^{4}} \sum_{j_{1}, j_{2}, j_{1}^{\prime}, j_{2}^{\prime}=1}^{M} \mathcal{C}\left(X_{j_{1}} X_{j_{2}}^{r-1}-Y_{j_{1}} Y_{j_{2}}^{r-1}, X_{j_{1}^{\prime}} X_{j_{2}^{\prime}}^{r-1}-Y_{j_{1}^{\prime}} Y_{j_{2}^{\prime}}^{r-1}\right)
$$

Counting nontrivial summands we find the following admissible combinations. There are $M$ terms, where all the components take the same value. The case of three identical components different from the fourth results in $2 M(M-1)$ admissible combinations (the cases when either $j_{1}$ or $j_{2}$ are different from the others are not admissible). Furthermore, there are $2 M(M-1)$ admissible combinations of two distinct pairs $\left(j_{1}=j_{1}^{\prime} \neq j_{2}=j_{2}^{\prime}\right.$ or $\left.j_{1}=j_{2}^{\prime} \neq j_{2}=j_{1}^{\prime}\right)$. Finally there are $M(M-1)(M-2)$ terms where the components take 3 different values. The case of four distinct values is always an inadmissible combination. Thus we have the upper bound

$$
\left|s_{1,1}\right| \leq \frac{r^{2}\left(M^{3}+M^{2}-M\right)}{M^{4}} \mathcal{K}(X, Y, r)^{2} .
$$

Combining the obtained estimates we get

$$
\begin{equation*}
\sum_{k+k^{\prime} \leq 2} s_{k, k^{\prime}} \leq\left(M^{-1}(r+1)^{2}+M^{-2}\left(5 r^{2}-4 r\right)+M^{-3}\left(-4 r^{2}+3 r\right)\right) \mathcal{K}(X, Y, r)^{2} \tag{63}
\end{equation*}
$$

where we can neglect the last term, since it is negative. A combination of (62) and (63) completes the proof for $r>3$. The cases $r=2$ and $r=3$ are computed explicitly. For $r=2$ we observe that $\varepsilon_{v}(2)=0$ since

$$
\begin{aligned}
\mathcal{V}\left(S_{M}^{2}[X]-S_{M}^{2}[Y]\right) & =\mathcal{V}\left(X^{2}-Y^{2}\right) \frac{(M-1)^{2}}{M^{3}}+\mathcal{V}\left(X_{1} X_{2}-Y_{1} Y_{2}\right) \frac{M-1}{M^{3}} \\
& \leq \mathcal{K}(X, Y, 2)^{2} M^{-1} .
\end{aligned}
$$

For $r=3$ we obtain the estimate

$$
\mathcal{V}\left(S_{M}^{3}[X]-S_{M}^{3}[Y]\right) \leq \mathcal{K}(X, Y, 3)^{2}\left(\frac{16}{M}+\frac{57}{M^{2}}+\frac{55}{M^{3}}-\frac{120}{M^{4}}+\frac{28}{M^{5}}\right)
$$

The proof is complete.
Remark 1 The estimates (55) and (57) are exact in the leading order terms but might be too pessimistic in the higher order terms, due to the use of the triangle inequality and the estimation of the sign-alternating sum by the sum of the absolute values. Moreover, sometimes (e.g. in (60)) we count some inadmissible combinations.


Fig. 1 The maximum number of samples up to which pre-asymptotic behavior can appear for the bias (left) and the variance (right). The black dashed lines are the upper bounds proposed in (66) for small $r$.

The high order terms decay quickly with increasing $M$ when the moment order $r$ is fixed. To better understand this behavior we consider two quantities

$$
\begin{equation*}
M_{b}(r):=\min \left\{M \in \mathbb{N} \mid \forall M^{\prime} \geq M: \varepsilon_{b}\left(M^{\prime}, r\right) \leq 1\right\} \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{v}(r):=\min \left\{M \in \mathbb{N} \mid \forall M^{\prime} \geq M: \varepsilon_{v}\left(M^{\prime}, r\right) \leq 1\right\} . \tag{65}
\end{equation*}
$$

In particular, there holds $M_{b}(2)=M_{v}(2)=1$ and $M_{b}(3)=1, M_{v}(3)=7$. For higher values $4 \leq r \leq 50$ we solved equations $\varepsilon_{b}(M, r)=1$ and $\varepsilon_{v}(M, r)=1$ numerically and observe that the preasymptotic bounds

$$
\begin{equation*}
M_{b}(r) \leq \frac{2}{5} r^{3}, \quad M_{v}(r) \leq 5 r^{3} \tag{66}
\end{equation*}
$$

hold in this range, cf. Fig. 1. The slope $r^{3}$ in the above upper bounds appears pessimistic and is chosen to be a good fit for low $r$.

Corollary 1 Let $X, X_{L}: \Omega \rightarrow H$ be two random fields where $H$ is the Hilbert space $\mathbb{R}$ or $W^{s, 2}(D)$ and $B^{p}$ is the Banach space $\mathbb{R}$ or $W^{s, p}(D)$ respectively. Furthermore let $r \geq 2$ and $X, X_{L} \in L^{2 r}\left(\Omega, B^{2 r}\right)$. Then it holds that

$$
\begin{equation*}
\left\|\mathbb{M}^{r}[X]-S_{M}^{r}\left[X_{L}\right]\right\|_{2}^{2} \leq 2\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H}^{2}+c\left(\bar{X}_{L}, r\right) M^{-1} \tag{67}
\end{equation*}
$$

with

$$
c\left(\bar{X}_{L}, r\right)=(r+1)^{2} c_{H}^{2(r-1)}\left\|\bar{X}_{L}\right\|_{2 r}^{2 r}\left(1+\varepsilon_{e}(M, r)\right)
$$

where $c_{H}$ is the Hölder constant from inequality (7) and

$$
\varepsilon_{e}(M, r)=M^{-1} \frac{r^{2}}{2}\left(1+\varepsilon_{b}(M, r)\right)^{2}+\varepsilon_{v}(M, r)
$$

with $\varepsilon_{e}(M, r) \in \mathcal{O}\left(M^{-1}\right)$. Furthermore we define

$$
M_{e}(r):=\min \left\{M \in \mathbb{N} \mid \forall M^{\prime} \geq M: \varepsilon_{e}\left(M^{\prime}, r\right) \leq 2\right\}
$$

where we have the estimate

$$
\begin{equation*}
M_{e}(r) \leq \max \left(M_{b}(r), M_{v}(r), 2 r^{2}\right) \tag{68}
\end{equation*}
$$

Proof Due to (15) we have

$$
\begin{aligned}
\| \mathbb{M}^{r}[X]- & S_{M}^{r}\left[X_{L}\right]\left\|_{2}^{2}=\right\| \mathbb{M}^{r}[X]-\mathbb{E}\left[S_{M}^{r}\left[X_{L}\right]\right] \|_{H}^{2}+\mathcal{V}\left(S_{M}^{r}\left[X_{L}\right]\right) \\
& \leq 2\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H}^{2}+2\left\|\mathbb{M}^{r}\left[X_{L}\right]-\mathbb{E}\left[S_{M}^{r}\left[X_{L}\right]\right]\right\|_{H}^{2}+\mathcal{V}\left(S_{M}^{r}\left[X_{L}\right]\right)
\end{aligned}
$$

by applying the triangle inequality in the second step. Using Lemma 4 and Lemma 5 we gain

$$
\begin{aligned}
\left\|\mathbb{M}^{r}[X]-S_{M}^{r}\left[X_{L}\right]\right\|_{2}^{2} \leq & 2\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H}^{2} \\
& +M^{-2} \frac{r^{2}(r+1)^{2}}{2} c_{H}^{2(r-1)}\left\|\bar{X}_{L}\right\|_{2 r}^{2 r}\left(1+\varepsilon_{b}(M, r)\right)^{2} \\
& +M^{-1}(r+1)^{2} c_{H}^{2(r-1)}\left\|\bar{X}_{L}\right\|_{2 r}^{2 r}\left(1+\varepsilon_{v}(M, r)\right)
\end{aligned}
$$

It remains to prove the estimate for $M_{e}(r)$. However the upper bound in (68) is chosen in such a way, that it follows directly by estimating $\varepsilon_{b}, \varepsilon_{v} \leq 1$ and $M^{-1} 2 r^{2} \leq 1$. The proof is complete.

## 5 Multilevel Monte Carlo Approximation

Let $X$ and $\left\{X_{\ell}\right\}_{\ell \geq 0}$ be random variables with values in the Hilbert space $H$ being $\mathbb{R}$ or $W^{s, 2}(D)$, and let $B^{p}$ be the Banach space $\mathbb{R}$ or $W^{s, p}(D)$ respectively. For $\ell \rightarrow \infty$ we assume $X_{\ell} \rightarrow X$ in some sense specified later. Again we assume for some $r \geq 2 X, X_{\ell} \in L^{2 r}\left(\Omega, B^{2 r}\right)$ to assure existence of the first $r$ moments in $H$. We can write

$$
\begin{equation*}
\mathbb{M}^{r}\left[X_{L}\right]=\sum_{\ell=1}^{L} \Delta \mathbb{M}_{\ell}, \quad \Delta \mathbb{M}_{\ell}:=\mathbb{M}^{r}\left[X_{\ell}\right]-\mathbb{M}^{r}\left[X_{\ell-1}\right] \tag{69}
\end{equation*}
$$

assuming $X_{0}:=0$. To approximate the $r$-th central moment we define the Multilevel Monte Carlo estimator

$$
\begin{equation*}
\mathcal{S}_{\mathrm{ML}}^{r}[X]=\sum_{\ell=1}^{L} T_{\ell}, \quad T_{\ell}:=S_{M_{\ell}}^{r}\left[X_{\ell}\right]-S_{M_{\ell}}^{r}\left[X_{\ell-1}\right] \tag{70}
\end{equation*}
$$

for some sequence $\left\{M_{\ell}\right\}_{\ell=1}^{L}$. As mentioned in Section 3.2 , the summands $T_{\ell}$ are built from $M_{\ell}$ pairs of samples $\left(X_{\ell}, X_{\ell-1}\right)_{i}, i=1, \ldots, M_{\ell}$, both computed for the same realization of input parameters (the same random event $\omega_{i} \in \Omega$ ). Moreover, we assume that the level corrections on different levels $T_{j}$ and $T_{\ell}, j \neq \ell$ are built of independent realizations and therefore are statistically independent (this condition can be relaxed, see Remark 2 below).

Theorem 1 Let $X$ and $X_{\ell}: \Omega \rightarrow H$ be random fields with values in a Hilbert space $H$ being either $\mathbb{R}$ or $W^{s, 2}(D)$ and let the Banach space $B^{p}$ be either $\mathbb{R}$ or $W^{s, p}(D)$ respectively. Furthermore let $r \geq 2$ and $1 \leq p \leq q(r-1) \leq \infty$ be such that $\frac{1}{p}+\frac{1}{q}=1$
and $X \in L^{2 r}\left(\Omega, B^{2 r}\right), X_{\ell} \in L^{2 q(r-1)}\left(\Omega, B^{2 q(r-1)}\right)$ with uniformly bounded norms. Then it holds that

$$
\begin{align*}
\left\|\mathbb{M}^{r}[X]-\mathcal{S}_{\mathrm{ML}}^{r}[X]\right\|_{2}^{2} \leq\left(\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H}\right. & \left.+r Q_{r} \sum_{\ell=1}^{L} \frac{\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}}{M_{\ell}}\right)^{2} \\
& +2 Q_{r}^{2} \sum_{\ell=1}^{L} \frac{\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}^{2}}{M_{\ell}} \tag{71}
\end{align*}
$$

where $Q_{r}=r(r+1) c_{H}^{r-1} \max _{\ell}\left(\left\|\bar{X}_{\ell}\right\|_{2 q(r-1)}^{r-1}\right)$ with $c_{H}$ defined in (7), and it holds that $M_{\ell} \geq \max \left(M_{b}(r), M_{v}(r)\right)$ for all $1 \leq \ell \leq L$.
Proof By (15) and the independence of the level corrections we have

$$
\begin{aligned}
\left\|\mathbb{M}^{r}[X]-\mathcal{S}_{\mathrm{ML}}^{r}[X]\right\|_{2}^{2} & =\left\|\mathbb{M}^{r}[X]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}^{r}[X]\right]\right\|_{H}^{2}+\mathcal{V}\left(\mathcal{S}_{\mathrm{ML}}^{r}[X]\right) \\
& =\left\|\mathbb{M}^{r}[X]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}^{r}[X]\right]\right\|_{H}^{2}+\sum_{\ell=1}^{L} \mathcal{V}\left(S_{M_{\ell}}^{r}\left[X_{\ell}\right]-S_{M_{\ell}}^{r}\left[X_{\ell-1}\right]\right)
\end{aligned}
$$

Lemma 5 yields an upped bound for the variance being the last sum in (71). The triangle inequality implies

$$
\left\|\mathbb{M}^{r}[X]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}^{r}[X]\right]\right\|_{2} \leq\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{2}^{2}+\left\|\mathbb{M}^{r}\left[X_{L}\right]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}^{r}[X]\right]\right\|_{H}^{2}
$$

We claim that the last term admits the upper bound

$$
\left\|\mathbb{M}^{r}\left[X_{L}\right]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}^{r}[X]\right]\right\|_{H} \leq r Q_{r} \sum_{\ell=1}^{L} \frac{\left\|X_{\ell}-X_{\ell-1}\right\|_{2 p}}{M_{\ell}}
$$

Indeed, this estimate follows directly from (69), the triangle inequality and Lemma 4. The proof is complete.

Notice that the first sum in (71) is caused by the statistical bias of the estimator (69) (cf. [4, (5.16)] where an unbiased estimator for the variance has been analyzed). It is dominated by the last sum (i.e. the variance of the estimator) when $M_{\ell}$ decays exponentially. Recall that for positive $\alpha_{\ell}$ and $b>1$ it holds that

$$
\left(\sum_{\ell=1}^{L} \alpha_{\ell}\right)^{2} \leq \sum_{j \ell=1}^{L} \frac{1}{2}\left(b^{\ell-j} \alpha_{j}^{2}+\frac{1}{b^{\ell-j}} \alpha_{\ell}^{2}\right)<\frac{b}{b-1} \sum_{\ell=1}^{L} b^{L-\ell} \alpha_{\ell}^{2}
$$

Thus, the condition $M_{\ell} \gtrsim b^{L-\ell}$ is sufficient for

$$
\left.\left(\sum_{\ell=1}^{L} \frac{\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}}{M_{\ell}}\right)^{2} \lesssim \sum_{\ell=1}^{L} b^{L-\ell}\left\|_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}^{2}\right) ~ M_{\ell}^{2} \lesssim \sum_{\ell=1}^{L} \frac{\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}^{2}}{M_{\ell}}
$$

which together with (71) implies

$$
\begin{equation*}
\left\|\mathbb{M}^{r}[X]-\mathcal{S}_{\mathrm{ML}}^{r}[X]\right\|_{2}^{2} \leq 2\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H}^{2}+C \sum_{\ell=1}^{L} \frac{\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}^{2}}{M_{\ell}} \tag{72}
\end{equation*}
$$

cf. $[4,(5.16)]$. This estimate implies in particular the following result.

Theorem 2 Suppose that assumptions of Theorem 1 hold true. Let $\mathcal{C}_{\ell}=\operatorname{Work}\left(X_{\ell}^{i}\right)$ be the cost of evaluation for a single sample of $X_{\ell}$ and $\left\{N_{\ell}\right\}_{\ell=1}^{\infty}$ be an exponentially increasing sequence of positive integers satisfying $N_{\ell} / N_{\ell-1} \geq$ a for some fixed $a>1$. Moreover, suppose there are positive constants $\alpha, \beta, \gamma>0$ such that

1) $\left\|\mathbb{M}^{r}[X]-\mathbb{M}^{r}\left[X_{L}\right]\right\|_{H} \lesssim N_{\ell}^{-\alpha}$,
2) $\left\|\bar{X}_{\ell}-\bar{X}_{\ell-1}\right\|_{2 p}^{2} \lesssim N_{\ell}^{-\beta}$,
3) $\mathcal{C}_{\ell} \lesssim N_{\ell}^{\gamma}$.

Then for any $\varepsilon>0$ there exists an integer $L$ and a sequence $\left\{M_{\ell}\right\}_{\ell=1}^{L}$ such that

$$
\begin{equation*}
\left\|\mathbb{M}^{r}[X]-\mathcal{S}_{\mathrm{ML}}^{r}[X]\right\|_{2}<\varepsilon \tag{74}
\end{equation*}
$$

and

$$
\operatorname{Work}\left(\mathcal{S}_{\mathrm{ML}}^{r}[X]\right) \lesssim \varepsilon^{-\frac{\gamma}{\alpha}}+ \begin{cases}\varepsilon^{-2}, & \text { if } \beta>\gamma  \tag{75}\\ \varepsilon^{-2} \log (\varepsilon)^{2}, & \text { if } \beta=\gamma \\ \varepsilon^{-2-\frac{\gamma-\beta}{\alpha}}, & \text { if } \beta<\gamma\end{cases}
$$

Proof The proof is an adapted version of the proof in [6] for the expectation value, see also [4, Theorem 3.2, Theorem 5.2]. We choose $M_{\ell}$

$$
M_{\ell} \sim\left[N_{\ell}^{-\frac{\beta+\gamma}{2}}\left\{\begin{array}{ll}
N_{L}^{2 \alpha}, & \text { if } \beta>\gamma  \tag{76}\\
L N_{L}^{2 \alpha}, & \text { if } \beta=\gamma \\
N_{L}^{2 \alpha+\frac{\gamma-\beta}{2}}, & \text { if } \beta<\gamma
\end{array}\right]\right.
$$

and $L$ such that $N_{L}^{-\alpha} \sim \varepsilon$, i.e. $L \sim \log (\varepsilon)$. This implies in particularly

$$
\frac{M_{\ell-1}}{M_{\ell}} \sim\left(\frac{N_{\ell}}{N_{\ell-1}}\right)^{\frac{\beta+\gamma}{2}} \geq a^{\frac{\beta+\gamma}{2}}=: b>1
$$

This implies $M_{\ell} \gtrsim b^{L-\ell}$ and herewith (72). The estimate (72) and assumptions 1) -3 ) have a similar structure as in [6], see also [4, Theorem 3.2, Theorem 5.2]. Therefore, the estimates (74) and (75) follow with similar arguments.

Remark 2 An important part of the construction of the multilevel estimate (70) was the assumption that the level corrections $T_{j}$ and $T_{\ell}$ on different levels $j \neq \ell$ are statistically independent. This assumption can be removed so that even the same samples can be used within $T_{\ell}$ and $T_{\ell+1}$. In this case, the orthogonality of the level corrections cannot be used anymore (cf. (15)). But the estimation still can be realized by means of the triangle inequality, see Section 3 and in particular (21). The main convergence result in Theorem 2, namely (74) and (75), still holds true for $\beta \neq \gamma$. The estimate

$$
\begin{equation*}
\operatorname{Work}\left(\mathcal{S}_{\mathrm{ML}}^{r}[X]\right) \lesssim \varepsilon^{-\frac{\gamma}{\alpha}}+\varepsilon^{-2} \log (\varepsilon)^{3}, \quad \text { if } \beta=\gamma \tag{77}
\end{equation*}
$$

holds true instead. To show it, we choose $M_{\ell} \sim N_{\ell}^{-\frac{\beta+\gamma}{2}} L^{2} N_{L}^{2 \alpha}$ for $\beta=\gamma$. The proof is straight forward and is left to the reader.

## 6 A random obstacle problem

We apply the abstract framework developed above to a class of obstacle problems with rough random obstacles. In this section we briefly introduce the mathematical framework (see [4, Sect. 6, 8] for further details) and present results of numerical experiments in Section 7.

Let $D \subset \mathbb{R}^{d}$ be a bounded convex domain, $\psi \in C(D), \psi \leq 0$ on $\partial D$ a continuous function and $f \in L^{2}(D)$. The deterministic obstacle problem can be formulated as finding $u: D \rightarrow \mathbb{R}$ such that

$$
\left\{\begin{align*}
-\Delta u & \geq f \text { in } D,  \tag{78}\\
u & \geq \psi \text { in } D \\
(-\Delta u-f)(u-\psi) & =0 \text { in } D \\
u & =0 \text { on } \partial D
\end{align*}\right.
$$

where $\psi$ is called obstacle and $f$ volume force. Formulation (78) has a unique solution $u \in H_{0}^{1}(D)$, which can be written as $u=S(\psi, f)$ in the framework of (1). For simplicity we consider the case $d=2$ in what follows. If $\psi$ and/or $f$ are random, i.e. $\psi(\omega)$ and $f(\omega)$, we gain due to (1) also a random solution $u(\omega)$

$$
\begin{equation*}
u(\omega)=S(\psi(\omega), f(\omega)) . \tag{79}
\end{equation*}
$$

Indeed for almost all $\omega \in \Omega$ (79) is fulfilled by the unique weak solution $u$ [11] of

$$
\begin{equation*}
\forall v \in \mathcal{K}: \mathbb{E}[a(u, v-u)] \geq \mathbb{E}[L(v-u)], \tag{80}
\end{equation*}
$$

where

$$
\begin{equation*}
a(u, v)=\int_{D} \nabla_{x} u \cdot \nabla_{x} v \mathrm{~d} x, \quad L(v)=\int_{D} f v \mathrm{~d} x, \tag{81}
\end{equation*}
$$

$\nabla_{x}$ the gradient operator (in spatial coordinates only) and

$$
\begin{equation*}
\mathcal{K}=\left\{v \in L^{2}\left(\Omega, H_{0}^{1}(D)\right): v \geq \psi \text { for almost all }(x, \omega) \in D \times \Omega\right\} . \tag{82}
\end{equation*}
$$

To approximate a sample of $u(\omega)$ numerically, we use a standard piecewise affine globally continuous finite element spaces

$$
\begin{equation*}
V_{\ell}:=\left\{v \in H_{0}^{1}(D):\left.v\right|_{T} \in \mathcal{P}^{1}(T), \forall T \in \mathcal{T}_{\ell}\right\}, \tag{83}
\end{equation*}
$$

where $\mathcal{T}_{\ell}$ is a family of quasiuniform conforming triangulation with $\mathcal{T}_{\ell}$ a refinement of $\mathcal{T}_{\ell-1}$ and $\mathcal{T}_{1}$ is some start triangulation on $D$. We denote with $\mathcal{N}_{\ell}$ the set of interior notes of $\mathcal{T}_{\ell}$ and with $N_{\ell}:=\left|\mathcal{N}_{\ell}\right|=\operatorname{dim}\left(V_{\ell}\right)$ the number of interior nodes. The discrete obstacle problem for a fixed sample $\omega$ can now be formulated as: Find $u_{\ell}(\omega) \in \mathcal{K}_{\ell}(\omega)$, s.t.

$$
\forall v_{\ell} \in \mathcal{K}_{\ell}(\omega): a\left(u_{\ell}(\omega), v_{\ell}-u_{\ell}(\omega)\right) \geq L_{\omega}\left(v_{\ell}-u_{\ell}(\omega)\right)
$$

where

$$
\mathcal{K}_{\ell}(\omega):=\left\{v_{\ell} \in V_{\ell} \mid \forall n \in \mathcal{N}_{\ell}: v_{\ell}(n) \geq \psi(n, \omega)\right\}
$$

and

$$
L_{\omega}(v)=\int_{D} f(\omega) v \mathrm{~d} x
$$

The solution $u_{\ell}(\omega)$ is unique, cf. [11]. Moreover, according to [4] it holds that

$$
\begin{equation*}
\left\|u-u_{\ell}\right\|_{L^{2 p}\left(\Omega, W^{1,2 p}(D)\right)} \lesssim h_{\ell}^{\frac{1}{p}}\left(\|f\|_{L^{2 p}\left(\Omega, L^{2}(D)\right)}+\|\psi\|_{L^{2 p}\left(\Omega, H^{2}(D)\right)}\right) \tag{84}
\end{equation*}
$$

for $1 \leq p \leq \infty$ provided $f \in L^{2 p}\left(\Omega, L^{2}(D)\right)$ and $\psi \in L^{2 p}\left(\Omega, H^{2}(D)\right)$, see [4] for details.

Instead of only having a random obstacle and a random volume force, one might also have to model random material parameters. For such formulations and related convergence results see $[9,14]$.

In this paper we are particularly interested in the case of rough random obstacles representing e.g. the uneven structure of asphalt read surfaces. We utilize a rough obstacle model from [16], representing of the obstacle $\psi(x)$ as a Fourier series

$$
\begin{equation*}
\psi(x)=\sum_{q} B_{q}(H) \cos \left(q \cdot x+\phi_{q}\right) \tag{85}
\end{equation*}
$$

where $x \in[0, L]^{2}$ for simplicity. The sum is over all $q \in \frac{2 \pi}{L} \mathbb{Z}^{2}$, the amplitudes $B_{q}(H)$ depend on the frequency $q$ and the so called Hurst coefficient $H \in[0,1]$. The $\phi_{q}$ are independent random variables, uniformly distributed in $[0,2 \pi)$. Isotropic self-affine obstacles obey the law

$$
B_{q}(H) \sim\left\{\begin{array}{cc}
|q|^{-(H+1)}, & q_{\ell} \leq|q| \leq q_{s}  \tag{86}\\
0, & \text { otherwise } .
\end{array}\right.
$$

As obstacle for the numerical experiments in the following section we use the surface (85) with particular parameters

$$
\begin{gather*}
B_{q}(H)=\frac{\pi}{25}\left(2 \pi \max \left(|q|, q_{l}\right)\right)^{-(H+1)}, \quad q_{0} \leq|q| \leq q_{s},  \tag{87}\\
q_{0}=1, \quad q_{l}=10, \quad q_{s}=26,
\end{gather*}
$$



Fig. 2 Self affine surfaces $\psi(x)$ in 1d with $H=1,0.5$ and 0 (left column, from top to bottom). The right column shows the magnification of the box on the left.
where the sum in (85) now runs over $\mathbb{Z}^{2}$ (see Figure 3). To gain a randomly rough obstacle we model $H$ as a random variable as well as all phase shifts $\varphi_{q}$ :

$$
\begin{equation*}
H \sim \mathcal{U}(0,1), \quad \varphi_{q} \sim \mathcal{U}(0,2 \pi), \quad q_{0} \leq|q| \leq q_{s} . \tag{88}
\end{equation*}
$$

Those random variables are assumed to be mutually independent. Two realizations of this obstacle are plotted in the next section (Figures 4 and 5). We refer to [16] and our previous work [4] for further details on this model.

## 7 Numerical Experiments

In this section we report on results of numerical experiments for the model obstacle problem described above with $D=[-1,1]^{2}, f=-5,\left.u\right|_{\partial D}=\frac{1}{2}$ and random obstacle parametrized by $\psi(x)$ as described in Section 6. In Fig. 4 and 5 we show two realizations of the obstacle profile and the corresponding solutions for the case of high and low roughness respectively. The computations involve the hierarchy of the finite element spaces $V_{\ell}$ defined in (83) with meshes $\mathcal{T}_{\ell}$. The coarsest triangulation $\mathcal{T}_{-1}$ consists of four congruent triangles sharing $(0,0)$ as a vertex. Finer meshes $\mathcal{T}_{\ell+1}$ are defined recursively as the uniform red refinement of coarser meshes $\mathcal{T}_{\ell}$ by halving the edge of each element so that $h_{\ell} \sim N_{\ell}^{-\frac{1}{2}}$.

As a solver we implemented different variants of the Monotone Multigrid Method described in [12]; the Multilevel Subset Decomposition Algorithm appeared to be the best for our model problem. For this algorithm a log-linear cost has been proved, cf. [17], [14, Section 4.5]. In our experiments we observe almost linear complexity, see Fig. 8 indicating that $\gamma \approx 1$ in (73).

We mention that efficient updating of a single level estimator of higher moments is no trivial task. In our experiments approximation of higher order moments we use stable one-pass update formulae from [15], which are suitable for parallelization. Another technical difficulty emerges if the quantity of interest is a spatially varying function, for example $X_{\ell}=u_{\ell}$. Clearly, $u_{\ell} \in V_{\ell}$ implies

$$
\mathcal{S}_{\mathrm{ML}}^{r}[u] \in V_{\ell}^{r}, \quad \text { where } \quad V_{\ell}^{r}:=\left\{v \in H_{0}^{1}(D):\left.v\right|_{T} \in \mathcal{P}^{r}(T), \forall T \in \mathcal{T}_{\ell}\right\}
$$



Fig. 4 A realization of the obstacle obstacle (red) and the corresponding solution (yellow) with $H=0$.


Fig. 5 A realization of the obstacle obstacle (red) and the corresponding solution (yellow) with $H=1$.
is a space of polynomials of degree $r$. Notice, however, that $V_{\ell}^{r}$ is not required for solving the discrete formulation, but only for evaluating the estimator $\mathcal{S}_{\mathrm{ML}}^{r}[u]$ (cf. [4] for estimation of the variance). Therefore the computational cost associated with the use of the high order space $V_{\ell}^{r}$ is negligible.

Obviously, this issue does not appear when estimating higher order statistical moments of scalar quantities. In this paper we report on convergence results for the $r$-th central statistical moments of the size of the coincidence set

$$
\Lambda(\omega)=\{x: u(x, \omega)=\psi(x, \omega)\},
$$

which is a real number. Let $X(\omega)=|\Lambda(\omega)|$ and consider its approximation

$$
X_{\ell}(\omega):=|D| \times \frac{\text { number of nodes } n \text { of } \mathcal{T}_{\ell} \text { s.t. } u_{\ell}(n, \omega)=\psi(n, \omega)}{\text { number of nodes of } \mathcal{T}_{\ell}} .
$$

The authors are not aware of any analytical estimates for the parameters $\alpha$ and $\beta$ from (73) for this quantity of interest. Therefore, to verify the convergence result from Theorem 2 we estimate $\alpha$ and $\beta$ numerically. Observe, however, that $0 \leq X(\omega) \leq|D|$ and therefore Theorem 1 and Theorem 2 hold with $q=\infty$ and $p=1$ for moments of arbitrary order $r \geq 1$. Since an analytic expression for the true contact area is not known, we approximate it by the fine grid estimate $X \approx X_{9}$ at the 9th refinement level.

In Fig. 6 we show convergence of the quantities $\left|\mathbb{E}[X]-\mathbb{E}\left[X_{L}\right]\right|$ and $\mid \mathbb{M}^{r}[X]-$ $\mathbb{M}^{r}\left[X_{L}\right] \mid$ for $r=2, \ldots, 6$, which are parts of the bias of the corresponding MLMC estimators, that can't be bounded by their variance, cf. (71). The dashed line has the slope of the least square fit to the curve for the first moment $\left|\mathbb{E}[X]-\mathbb{E}\left[X_{\ell}\right]\right|$. The convergence curves for higher order moments appear to achieve the same slope after a pre-asymptotic plateau. This indicates that the parameter $\alpha$ can be roughly estimated by the slope of the dashed line, i.e. $\alpha \approx \frac{2}{3}$. In Figure 7 we show the variance of the level corrections $Y_{\ell}:=X_{\ell}-X_{\ell-1}$. The slope of the dashed line comes from the least square fit in (the asymptotic regime) and indicates that $\beta \approx 1.1$. As mentioned before, $\gamma \approx 1$, as seen from Fig. 8 . For such values of parameters $\alpha, \beta$ and $\gamma$ Theorem 2 implies

$$
\begin{equation*}
\operatorname{MSE}:=\left\|\mathbb{M}^{r}[X]-\mathcal{S}_{\mathrm{ML}}^{r}[X]\right\|_{L^{2}(\Omega)}^{2}<\epsilon^{2} \quad \text { whereas } \quad \text { Work }\left(\mathcal{S}_{\mathrm{ML}}^{r}[X]\right) \lesssim \epsilon^{-2} . \tag{89}
\end{equation*}
$$

In order to check this result numerically we plot an approximate MSE with respect to the runtime $t$ in Figure 9. For the first moment the figure shows the MSE of the approximation of the mean $\mathbb{E}[X]$ by the multilevel sample mean $E_{\mathrm{ML}}[X]=\sum_{\ell=1}^{L} E_{M_{\ell}}\left[X_{\ell}-X_{\ell-1}\right]$. Since $t \sim \operatorname{Work}\left(\mathcal{S}_{\mathrm{ML}}^{r}[X]\right)$, this is an ultimate test of performance for the method. To approximate the $L^{2}(\Omega)$-norm we averaged the error over 30 runs. We observe that MSE curves for the first six moments achieve the same slope as the curve $\mathrm{MSE}=C t^{-1}$, thereby confirming (89).

While the expectation value in Fig. 9 seems to enter the asymptotic regime nearly from the beginning, the higher order moments again converge slowly at low levels, but achieve the asymptotic rate later on. This effect can be explained by the orthogonal decomposition (15) of MSE into the (squared) bias and the variance

$$
\begin{equation*}
\left.\mathrm{MSE}=\left|\mathbb{M}^{r}[X]-\mathbb{E}\left[\mathcal{S}_{\mathrm{ML}}[X]\right]\right|^{2}+\mathcal{V}\left(\mathcal{S}_{\mathrm{ML}}[X]\right]\right) \tag{90}
\end{equation*}
$$

The ratio of the (squared) bias and the variance is plotted on Fig. 10 for the first six statistical moments. We observe that the bias part dominates over the variance


Fig. 6 Convergence of the bias part of the estimator for the first six moments.


Fig. 8 Average time to compute one discrete sample with $N_{\ell}$ degrees of freedom.


Fig. 7 Convergence of the variance of the level corrections (the variance part of the estimator)


Fig. 9 Mean square error of the Multilevel Monte Carlo approximation of the first six moments versus the runtime.
at low levels. As the refinement progresses, the magnitudes of bias and variance come closer and achieve comparable values when $4 \leq L \leq 6$. For $L \geq 7$ the variance part is dominant. This transition phenomenon is quite natural due to the relation $2 \alpha>\beta$ in our example and the choice $M_{L}=\mathcal{O}(1)$ in our computations. A better balancing of the bias and variance parts can be achieved by increasing $M_{L}$ in accordance with (76).

In our computations we have utilized the adaptive choice of $M_{\ell}$ as proposed in [10] for estimation of the mean, namely $M_{\ell} \sim \sqrt{\frac{\mathcal{V}\left(X_{\ell}-X_{\ell-1}\right)}{\mathcal{C}_{\ell}}}$, but using a fixed number of samples on the finest grid $M_{L}=\mathcal{O}(1)$, see also [4]. Using a fixed number of samples on the finest grid would not change the work-error relation in the case $\beta>\gamma$. This is also a reasonable choice for higher order moments, since we can choose the smallest possible Hölder parameter $p=1$ in (72) and thus this upper bound leads to the same optimal choice of $M_{\ell}$. This fact is observed in Figure 11,


Fig. 10 Relation between the variance and the squared bias of the Multilevel Monte Carlo Estimators for the first six moments.


Fig. 12 Time (in ms) spent per discretization level and number of samples per discretization level.


Fig. 11 The variance of the Multilevel Monte Carlo estimators for the first six moments. The slope of the dashed lines represents the decay of the aysmptotic upper bound.


Fig. 13 Absolute value of the first, third and sixth moment and the absolute value of the level corrections.
where we see that the variance of the estimators for moments of the different order behave similar in the asymptotic regime.

Notice, however, that the value $\mathcal{V}\left(X_{\ell}-X_{\ell-1}\right)$ is not a priori known and therefore should be estimated, as suggested in $[10,6,4]$. This estimation might suffer from a hidden difficulty: If the original algorithm accidentally estimates $\mathcal{V}\left(X_{\ell}-X_{\ell-1}\right)$ by 0 , it will never compute additional samples on this level. If in this case the true variance is nonzero $\mathcal{V}\left(X_{\ell}-X_{\ell-1}\right) \neq 0$ (this typically happens in our example at low levels), it would lead to an $\mathcal{O}(1)$ error, which would never be reduced by the original algorithm. We avoid this difficulty by demanding $M_{\ell} \geq M_{\ell+1}$ which leads to an additional computational cost. However, this cost is asymptotically negligible. In Fig. 12 we present the runtime and the number of samples per level. Observe that the same number of samples is used at the three coarsest levels,
which is a consequence of the above mentioned condition. Starting from the third level we observe an almost uniform distribution of the runtime over the refinement levels whereas the number of samples $M_{\ell}$ decays exponentially with increasing level index.

Finally we show the convergence of two consecutive approximation of the first, third and sixth moment in Fig. 13 (other moments behave similarly and therefore are nor presented here). Again one observes a clear pre-asymptotic behavior for higher order moments. The preasymptotic region is larger for higher than for the lower order moments.
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